Regression methods for cost-effectiveness analysis with censored data
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SUMMARY

A system of seemingly unrelated regression equations is proposed for prognostic factor adjustment and subgroup analysis when comparing two groups in a cost-effectiveness analysis with censored data. Because of the induced dependent censoring on costs and quality-adjusted survival, inverse probability weighting is employed for parameter estimation. The method is illustrated with data from two recent examples using both survival time and quality-adjusted survival time as the measures of effectiveness. Copyright © 2004 John Wiley & Sons, Ltd.
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1. INTRODUCTION

The increasingly common practice of collecting individual patient cost data in randomized clinical trials has motivated the development of new statistical methodology designed to answer questions regarding the cost-effectiveness of new therapies. Early development focussed on making inference related to the incremental cost-effectiveness ratio (ICER) \cite{1–10}. More recently, due to the problems associated with ratio statistics, attention has shifted to incremental net benefit (INB) \cite{11–23}. The analysis of INB requires the specification of the decision
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maker’s willingness-to-pay (WTP) for an additional unit of effectiveness (denoted as $\lambda$), or at the very least, the analysis must be presented as a function of $\lambda$ so that readers can apply the WTP most appropriate for them. Regardless of whether an ICER or an INB approach is taken, the between-treatment differences with respect to cost and effectiveness, together with their respective variances and covariance, must be estimated.

In this article, we use a system of seemingly unrelated regression equations to provide a general method for prognostic factor adjustment and subgroup analysis in cost-effectiveness studies with censored data. A similar approach was recently applied to uncensored data [24]. The method can be used in either an ICER approach or an INB approach, and does not require that the set of covariates for costs and effectiveness be the same. The use of covariate adjustment is essential for observational studies, since patient groups are likely to have baseline differences with respect to factors affecting both costs and clinical outcomes. In clinical trials, however, regression models are used most effectively for identifying treatment by prognostic factor interactions in the examination of subgroup effects. In the current paper, we propose to use the method of inverse probability weighting to provide regression models for covariate adjustment and subgroup analysis in cost-effectiveness analysis in the presence of censoring. The measure of effectiveness can be either survival time or quality-adjusted survival time. Inverse probability weighting is used because, even when censoring is completely at random, censoring on the cost scale and the quality-adjusted survival scale will be informative [21–23,25–37]. There exists a positive correlation between a patient’s costs accumulated to death and his or her costs accumulated to censoring. This results because patients accrue costs at different rates. The same problem exists for quality-adjusted survival. Consequently, standard life-table methods applied to cost or quality-adjusted survival data will provide biased results.

The paper is structured as follows. The model and general methodology is outlined in Section 2. Two examples are given in Section 3. In the first the measure of effectiveness is survival time and focuses on the identification of interactions for subgroup analyses. In the second the measure of effectiveness is quality-adjusted survival time. A discussion follows in Section 4.

2. METHODS

2.1. Costs

Consider a two-arm randomized controlled trial in which patients are randomized into either a treatment group or a standard group. For patient $i$ let $D_i$ and $U_i$ be the times from randomization to death and censoring, respectively. Let $G(t) = \Pr(U_i \geq t)$, $\bar{X}_i = \min(D_i, U_i)$, $\delta_i = I\{D_i \leq U_i\}$ and $\bar{\delta}_i = 1 - \delta_i$, where $I\{\cdot\}$ is the indicator function. The function $G(t)$ is the probability of not being censored in the interval $[0,t)$. Let the time period of interest $(0,\tau]$ be divided into the $K$ intervals $(a_k, a_{k+1}]$, $k = 1, 2, \ldots, K$, where $0 = a_1 < a_2 < \cdots < a_{K+1} = \tau$. Typically the intervals $(a_k, a_{k+1}]$ are the shortest intervals for which disaggregated cost data are available, and usually correspond to the intervals between data collection visits. If cost histories are not available, and cost data are aggregated for each patient over the entire duration on trial, then $K = 1$, $a_1 = 0$ and $a_{K+1} = \tau$. Note that $U_i > \tau$ for all patients followed alive for the period of interest. Let $C_{ki}$ be the observed cost for patient $i$ during interval $k$. Naturally,
\( C_{ki} = 0 \) for all \( k \) where \( a_k \geq D \). Let \( X^*_i = \min(X_i, a_{k+1}) \). Let \( C_i = \sum_{k=1}^K C_{ki} \) and consider the linear regression model \( E(C_i) = \beta'_C Z_{Ci}, \quad i = 1, 2, \ldots, n \), where \( E \) is the expectation function, \( Z_{Ci} \) is a vector of covariates whose effects on costs are of interest and \( \beta'_C \) is a vector of unknown regression parameters. The first component of \( Z_{Ci} \) is set to 1 to provide an intercept, and the second component equals 1 if the \( i \)th patient is in the treatment group, 0 otherwise. Therefore, the second component of \( \beta'_C \) is the mean difference in cost between randomization groups, adjusted for the other covariates, and is denoted by \( \Delta_c \).

From Lin [25], \( \beta'_C \) can be estimated by
\[
\hat{\beta}'_C = \sum_{k=1}^K \hat{\beta}'_{Ck} ,
\]
where
\[
\hat{\beta}'_{Ck} = \left( \frac{\sum_{i=1}^n \frac{G(X^*_i)}{Z_{Ci}Z'_Ci}}{\sum_{i=1}^n G(X^*_i)Z_{Ci}} \right)^{-1} \sum_{i=1}^n \frac{G(X^*_i)}{Z_{Ci}Z'_Ci} Z_{Ci}
\]
\( \hat{G}(t) \) is the product-limit estimator of \( G(t) \), and \( \hat{\delta}_{ki} = \delta_{ki} + \hat{\delta}_i I\{X_i \geq a_{k+1}\} \). Note that \( \hat{\delta}_{ki} = 1 \) if the \( i \)th patient died or survived to at least \( a_{k+1} \), and 0 otherwise. The second component of \( \hat{\beta}'_C \), denoted by \( \hat{\Delta}_c \), is the estimator of the mean difference between randomization groups, adjusted for the other covariates. The variance–covariance matrix of \( \hat{\beta}'_C \) is estimated by
\[
\hat{V}(\hat{\beta}'_C) = n^{-1} \hat{A}^{-1}_C \hat{B}_C \hat{A}^{-1}_C
\]
where
\[
\hat{A}_C = n^{-1} \sum_{i=1}^n Z_{Ci}Z'_Ci , \quad \hat{B}_C = n^{-1} \sum_{i=1}^n \sum_{k=1}^K \sum_{m=1}^K \hat{\xi}_{Cki} \hat{\xi}'_{Cmi}
\]
\[
\hat{\xi}_{Cki} = \left( \frac{\hat{\delta}_{ki}(C_{ki} - \hat{\beta}'_{Ck} Z_{Ci})}{\hat{G}(X^*_i)} Z_{Ci} + \hat{\delta}_i F_{Cki} - \frac{\hat{\delta}_i I\{X_i \leq X_i\}}{R_j} F_{Cki} \right)
\]
\[
R_i = \sum_{j=1}^n I\{X_j \geq X_i\}
\]
and
\[
F_{Cki} = \frac{1}{R_i} \sum_{j=1}^n \frac{I\{X_{kj} > X_i\} \hat{\delta}_{kj}(C_{kj} - \hat{\beta}'_{Ck} Z_{Cj})}{\hat{G}(X^*_j)} Z_{Cj}
\]
The element in the second row and second column of \( \hat{V}(\hat{\beta}'_C) \), denoted \( \hat{\sigma}^2_{\Delta_c} \), is the estimator of the variance of \( \hat{\Delta}_c \).

2.2. Quality-adjusted survival

Recall that the period of interest is divided into the \( K \) intervals \((a_k, a_{k+1}] \) \( k = 1, 2, \ldots, K \), where \( 0 = a_1 < a_2 < \cdots < a_{K+1} = \tau \). Let \( q_{ki} \) be the observed quality of life experienced by the \( i \)th patient during time interval \( k \). The quantities \( q_{ki} \) can be determined in the following way. Suppose patient \( i \) has \( m_i \) quality of life measures taken at \( t_{i1}, t_{i2}, \ldots, t_{im_i} \), with respective scores
Then \( q_{ki} = \int_{a_k}^{a_{k+1}} Q(t) \, dt, \) where
\[
Q(t) = \begin{cases} 
Q_{i1} & \text{if } 0 \leq t < t_{i1} \\
Q_{ih} + \frac{(Q_{i(h+1)} - Q_{ih})(t - t_{ih})}{t_{i,h+1} - t_{ih}} & \text{if } t_{ih} \leq t < t_{i,h+1} \\
Q_{im} & \text{if } t_{im} \leq t < X_i \\
0 & \text{if } t \geq X_i
\end{cases}
\]

Let \( g_i = \sum_{k=1}^{K} g_{ki} \) and consider the linear regression model \( E(q_i) = \beta_E Z_{Ei}, \) \( i = 1, 2, \ldots, n, \) where \( Z_{Ei} \) is a vector of covariates whose effects on quality-adjusted survival times are of interest and \( \beta_E \) is a vector of unknown regression parameters. The covariates included in \( Z_{Ei} \) need not be the same as those included in \( Z_{Ci} \) from Section 2.1. Again, the first component of \( Z_{Ei} \) is set to 1 to provide an intercept, and the second component equals 1 if the patient is in the treatment group, 0 otherwise. Therefore, the second component of \( \beta_E \) is the mean difference in quality-adjusted survival time between randomization groups, adjusted for the other covariates, and is denoted by \( \Delta_q. \)

Using the same methodology from Lin [25], \( \beta_E \) can be estimated by \( \hat{\beta}_E = \sum_{k=1}^{K} \hat{\beta}_{Ek}, \) where
\[
\hat{\beta}_{Ek} = \left( \sum_{i=1}^{n} \frac{\delta_{ki}^* q_{ki} - \hat{\beta}_{Ek} Z_{Ei}^*}{G(X_{ki}^*)} \right) \sum_{i=1}^{n} \frac{\delta_{ki}^* q_{ki} - \hat{\beta}_{Ek} Z_{Ei}^*}{G(X_{ki}^*)} Z_{Ei}
\]

The second component of \( \hat{\beta}_E, \) denoted by \( \hat{\Delta}_q, \) is the estimator of the mean difference between randomization groups, adjusted for the other covariates. The variance–covariance matrix of \( \hat{\beta}_E \) is estimated by \( \hat{\mathbf{V}}(\hat{\beta}_E) = n^{-1} \hat{\mathbf{A}}^{-1} \hat{\mathbf{B}}_E \hat{\mathbf{A}}^{-1}, \) where

\[
\hat{\mathbf{A}}_E = n^{-1} \sum_{i=1}^{n} Z_{Ei} Z_{Ei}', \quad \hat{\mathbf{B}}_E = n^{-1} \sum_{i=1}^{n} \sum_{k=1}^{K} \sum_{m=1}^{K} \hat{\xi}_{Eki} \hat{\xi}_{Emi} \sum_{i=1}^{n} \frac{\delta_{ki}^* q_{ki} - \hat{\beta}_{Ek} Z_{Ei}^*}{G(X_{ki}^*)} Z_{Ei}
\]

\[
\hat{\xi}_{Eki} = \left( \frac{\delta_{ki}^* (q_{ki} - \hat{\beta}_{Ek} Z_{Ei}^*)}{G(X_{ki}^*)} Z_{Ei} + \sum_{j=1}^{n} \frac{\delta_{ji}^* I\{X_j \leq X_i\}}{R_j} F_{Ejk} \right)
\]

and

\[
F_{Eki} = \frac{1}{R_i} \sum_{j=1}^{n} \frac{I\{X_{kj} > X_i\}}{G(X_{kj})} \hat{\beta}_{Ek} Z_{Ej}^*
\]

The element in the second row and second column of \( \hat{\mathbf{V}}(\hat{\beta}_E), \) denoted by \( \hat{\delta}_{\Delta_q}^2, \) is the estimator of the variance of \( \hat{\Delta}_q. \) The covariance matrix between \( \hat{\beta}_C \) and \( \hat{\beta}_E \) is estimated by \( \hat{\mathbf{C}}(\hat{\beta}_C, \hat{\beta}_E) = n^{-1} \hat{\mathbf{A}}^{-1} \hat{\mathbf{B}}_{CE} \hat{\mathbf{A}}^{-1}, \) where

\[
\hat{\mathbf{B}}_{CE} = n^{-1} \sum_{i=1}^{n} \sum_{k=1}^{K} \sum_{m=1}^{K} \hat{\zeta}_{Cki} \hat{\zeta}_{Emi}
\]
The element in the second row and second column of $\hat{C}(\hat{\beta}_C, \hat{\beta}_E)$, denoted by $\hat{\sigma}_{\Delta_c, \Delta_e}$, is the estimator of the covariance between $\hat{\Delta}_c$ and $\hat{\Delta}_e$.

### 2.3. Survival time

Let $D_i^* = \min(D_i, \tau)$. Consider the linear regression model $E(D_i^*) = \beta'_E Z_{Ei}$, $i = 1, 2, \ldots, n$, where $Z_{Ei}$ is a vector of covariates whose effects on survival times are of interest and $\beta_E$ is a vector of unknown regression parameters. Again, the first component of $Z_{Ei}$ is 1, and the second component is the treatment indicator. Therefore, the second component of $\beta_E$ is the mean difference in mean survival between randomization groups, adjusted for the other covariates, and is denoted by $\Delta_e$. Let $X_i^* = \min(X_i, \tau)$.

Using the same methodology from Lin [25], $\beta_E$ can be estimated by

$$\hat{\beta}_E = \left( \frac{1}{n} \sum_{i=1}^{n} \frac{\delta_i^* Z_{Ei} Z_{i}'}{G(X_i^*)} \right)^{-1} \frac{1}{n} \sum_{i=1}^{n} \frac{\delta_i^* X_i^* Z_{Ei}}{G(X_i^*)}$$

where $\delta_i^* = \delta_i + \tilde{\delta}_i I\{U_i \geq \tau\}$. Note that $\delta_i^* = 1$ if the $i$th patient died or survived the entire duration of interest, and 0 otherwise. The second component of $\hat{\beta}_E$, denoted by $\hat{\Delta}_e$, is the estimator of the mean difference between randomization groups, adjusted for the other covariates. The variance–covariance matrix of $\hat{\beta}_E$ is estimated by

$$\hat{V}(\hat{\beta}_E) = \left( \frac{1}{n} \sum_{i=1}^{n} \frac{\delta_i^* (X_i^* - \hat{\beta}_E' Z_{Ei}) Z_{Ei}}{G(X_i^*)} \right)^{-1} \frac{1}{n} \sum_{i=1}^{n} \frac{\delta_i^* X_i^* Z_{Ei}}{G(X_i^*)}$$

The element in the second row and second column of $\hat{V}(\hat{\beta}_E)$, denoted $\hat{\sigma}_{\Delta_c, \Delta_e}^2$, is the estimator of the variance of $\hat{\Delta}_e$. The covariance matrix between $\hat{\beta}_C$ and $\hat{\beta}_E$ is estimated by

$$\hat{C}(\hat{\beta}_C, \hat{\beta}_E) = \left( \frac{1}{n} \sum_{i=1}^{n} \frac{\delta_i^* (X_i^* - \hat{\beta}_E' Z_{Ei}) Z_{Ei}}{G(X_i^*)} \right)^{-1} \frac{1}{n} \sum_{i=1}^{n} \frac{\delta_i^* X_i^* Z_{Ei}}{G(X_i^*)}$$

The element in the second row and second column of $\hat{C}(\hat{\beta}_C, \hat{\beta}_E)$, denoted $\hat{\sigma}_{\Delta_c, \Delta_e}$, is the estimator of the covariance between $\hat{\Delta}_c$ and $\hat{\Delta}_e$. 

---

2.4. Incremental cost-effectiveness ratio

The adjusted ICER is estimated by $\hat{\Delta}_c / \hat{\Delta}_e$, with the Fieller [5, 6] solution for the 100(1 − $\alpha$) per cent confidence limits given by

$$(\hat{\Delta}_c / \hat{\Delta}_e)((1 - z_{1-x/2}^2a_{ec} \pm z_{1-x/2}\sqrt{a_e + a_c - 2a_{ec} - z_{1-x/2}^2(a_ea_c - a_{ec}^2)})/(1 - z_{1-x/2}^2a_e))$$

where $a_e = \sigma_\Delta^2 / \hat{\Delta}_e^2$, $a_c = \sigma_\Delta^2 / \hat{\Delta}_c^2$, $a_{ec} = \sigma_{\Delta\Delta} / (\hat{\Delta}_c \hat{\Delta}_e)$ and $z_{1-x/2}$ is the 100(1 − $\alpha$/2) percentile of the standard normal distribution.

2.5. Incremental net benefit

Letting $\lambda$ denote the willingness-to-pay for a unit of effectiveness, the adjusted INB($\lambda$) is estimated by $b_{ij} = \lambda \hat{\Delta}_e - \hat{\Delta}_c$, with variance $\hat{\sigma}_\lambda^2 = \lambda^2 \hat{\sigma}_\Delta^2 + \hat{\sigma}_\Delta^2 - 2\lambda \hat{\sigma}_{\Delta\Delta}$. The 100(1 − $\alpha$)% confidence limits for INB($\lambda$) are given by $b_{ij} \pm z_{1-x}\hat{\sigma}_\lambda$, and if $\hat{b}_{ij} / \hat{\sigma}_\lambda$ exceeds $z_{1-x}$, the hypothesis INB($\lambda$) ≤ 0 can be rejected in favour of INB($\lambda$) > 0, at the level $\alpha$, leading to the conclusion that treatment is cost-effective compared to standard.

2.6. Subgroup analysis

The regression model allows for sub-group analysis. Suppose investigators are interested in determining whether a certain sub-group, say males for sake of argument, have the same incremental net benefit as females. To accomplish this let $Z_{Cj} = Z_{Ej} = (1, z_{i1}, z_{i2}, z_{i3})^T$, where $z_{i1}$ is the treatment variable (1 if patient $i$ is randomized to treatment, 0 otherwise), $z_{i2}$ is 1 if the $i$th patient is male and 0 if female, and $z_{i3}$ equal $z_{i1} \times z_{i2}$. The covariate $z_{i3}$ is the interaction between sex and treatment. The parameter of interest is $\lambda (\hat{\beta}_E)_4 - (\hat{\beta}_C)_4$, where $(\hat{b})_j$ is the $j$th component of the vector $b$. If $\lambda (\hat{\beta}_E)_4 - (\hat{\beta}_C)_4$ is positive, then males (since they are coded 1) are observed to have greater INB($\lambda$). The opposite is true if $\lambda (\hat{\beta}_E)_4 - (\hat{\beta}_C)_4$ is negative. The hypothesis that INBMales($\lambda$) = INBFemales($\lambda$) can be rejected at the level $\alpha$, if

$$\frac{|\lambda (\hat{\beta}_E)_4 - (\hat{\beta}_C)_4|}{\sqrt{\hat{\lambda}^2 (\hat{V}(\hat{\beta}_E))_{4,4} + (\hat{V}(\hat{\beta}_C))_{4,4} - 2\hat{\lambda} (\hat{C}(\hat{\beta}_C, \hat{\beta}_E))_{4,4}}}$$

exceeds $z_{1-x/2}$, where $(\hat{b})_{ij}$ is the $(i, j)$th element of matrix $B$. When testing for interactions, both terms should be included. Observing that $(\hat{\beta}_C)_4$, $(\hat{\beta}_E)_4$ or both are not statistically significant does not mean that they are known to be zero with 100 per cent certainty, and the additional test of the hypothesis $\lambda (\hat{\beta}_E)_4 - (\hat{\beta}_C)_4 = 0$ is required to determine if there is a significant interaction with respect to INB between the variable in question and randomization group.

3. EXAMPLES

3.1. The Canadian implantable defibrillator study (CIDS)

In a trial of patients at risk of cardiac arrest, a total of 659 patients with resuscitated ventricular fibrillation or sustained ventricular tachycardia or with unmonitored syncope were randomized
between amiodarone and implantable cardioverter defibrillator during the period from October 1990 to January 1997. Due to budgetary constraints, the costs were collected on the first 430 patients only. The analysis illustrated below includes only those 430 patients. The primary outcome measure was all-cause mortality. The clinical results are reported in Reference [38], and the economic evaluation in Reference [39]. A non-significant reduction in the risk of death was observed in the defibrillator arm, from 10.2 per cent per year to 8.3 per cent per year (19.7 per cent relative risk reduction; 95 per cent confidence interval, \(-7.7\) to 40 per cent; \(P = 0.142\)). For the economic results reported below, the duration of interest is 6.5 years (78 months), i.e. \(\tau = 6.5\). Censoring is present since not all patients were followed for 78 months. The censoring-free survival curves are shown by treatment arm in Figure 1. The censoring pattern is essentially the same in both arms and begins around year 4, reflecting the administrative censoring done at the time of analysis.

The covariates left ventricular ejection fraction \((F)\) and sex \((X)\) were considered. Ejection fraction was dichotomized into greater than 35 per cent \((F = 0)\) and equal to or less than 35 per cent \((F = 1)\). The covariate \(X\) was coded 1 for males and 0 for females. The treatment variable is coded 1 for defibrillator and 0 for amiodarone. The number and proportion of males and those whose ejection fraction was equal to or less than 35 per cent is shown in Table I. For any particular regression model, we used only those observations for which there were no missing data for the covariates included. Using survival time as the measure of effectiveness, the parameter estimates, standard errors and \(p\)-values are displayed in Table II, for the model with no covariates, the model with each covariate alone and the model with both covariates. Costs are given in Canadian dollars.

Ejection fraction was statistically significant for both cost and effectiveness, whether or not sex was included in the model. Sex was not significant for cost or effectiveness, regardless
Table I. Covariates by treatment, CIDS example.

<table>
<thead>
<tr>
<th>Covariate</th>
<th>Treatment</th>
<th>Defibrillator ($N=212$)</th>
<th>Amiodarone ($N=218$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ejection fraction* $\leq 35$ per cent</td>
<td>$n$ 132, per cent 64.7</td>
<td>147, per cent 68.7</td>
</tr>
<tr>
<td>Males</td>
<td>$n$ 184, per cent 86.8</td>
<td>174, per cent 79.8</td>
<td></td>
</tr>
</tbody>
</table>

*12 missing values.

Table II. Parameter estimates, standard errors and $p$-values, CIDS example.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Model</th>
<th>No covariates</th>
<th>Ejection fraction alone</th>
<th>Sex alone</th>
<th>Ejection fraction and sex</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\Delta}_c$</td>
<td>Estimate</td>
<td>48.668</td>
<td>49.666</td>
<td>48.488</td>
<td>49.586</td>
</tr>
<tr>
<td></td>
<td>SE</td>
<td>39.56</td>
<td>39.97</td>
<td>40.83</td>
<td>41.20</td>
</tr>
<tr>
<td></td>
<td>$p$-value</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>$\hat{\beta}_{C,F}$</td>
<td>Estimate</td>
<td>9012</td>
<td>n.i.m.</td>
<td>3871</td>
<td>n.i.m.</td>
</tr>
<tr>
<td></td>
<td>SE</td>
<td>n.i.m.</td>
<td>0.0199</td>
<td>3901</td>
<td>0.0232</td>
</tr>
<tr>
<td>$\hat{\beta}_{C,X}$</td>
<td>Estimate</td>
<td>2876</td>
<td>1579</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SE</td>
<td>n.i.m.</td>
<td>5530</td>
<td>5579</td>
<td></td>
</tr>
<tr>
<td>$\hat{\Delta}_x$</td>
<td>Estimate</td>
<td>0.4536</td>
<td>0.2958</td>
<td>0.4493</td>
<td>0.2912</td>
</tr>
<tr>
<td></td>
<td>SE</td>
<td>0.4131</td>
<td>0.4030</td>
<td>0.4197</td>
<td>0.4012</td>
</tr>
<tr>
<td></td>
<td>$p$-value</td>
<td>0.2722</td>
<td>0.4629</td>
<td>0.2844</td>
<td>0.4683</td>
</tr>
<tr>
<td>$\hat{\beta}_{E,F}$</td>
<td>Estimate</td>
<td>$-0.8974$</td>
<td>n.i.m.</td>
<td>0.3891</td>
<td>n.i.m.</td>
</tr>
<tr>
<td></td>
<td>SE</td>
<td>0.0211</td>
<td>n.i.m.</td>
<td>0.3885</td>
<td>0.0195</td>
</tr>
<tr>
<td>$\hat{\beta}_{E,X}$</td>
<td>Estimate</td>
<td>0.3834</td>
<td>0.3999</td>
<td>0.5607</td>
<td>0.5075</td>
</tr>
<tr>
<td></td>
<td>SE</td>
<td>n.i.m.</td>
<td>n.i.m.</td>
<td>0.494</td>
<td>0.4307</td>
</tr>
<tr>
<td>$\hat{C}(\hat{\Delta}_c, \hat{\Delta}_x)$</td>
<td>359.3</td>
<td>365.1</td>
<td>366.4</td>
<td>370.7</td>
<td></td>
</tr>
</tbody>
</table>

n.i.m., not in model.

of whether ejection fraction was included in the model. The signs for the ejection fraction coefficients were positive for cost and negative for effectiveness, indicating that patients with ejection fraction equal to or less than 35 per cent cost on average $9012 more and lived an average of 0.8974 years less. Because of this and the fact that there were slightly more
patients in the amiodarone arm whose ejection fraction was equal to or less than 35 per cent, when ejection fraction is included in the model, the treatment effect increases for cost and decreases for effectiveness. Therefore, the unadjusted ICER is $107,293/life-year which is less than the adjusted ICER equal to $167,904/life-year. Ignoring the possibility of an interaction between treatment and ejection fraction for the moment, one might choose to use the parameter estimates from the model with ejection fraction alone in the cost-effectiveness analysis. The adjusted 90 per cent Fieller [5, 6] confidence limits for the ICER are 52,728 and −130,609. Because the lower limit lies in the North–East quadrant and the upper limit lies in the North–West quadrant of the cost-effectiveness plane, the confidence interval includes undefined values (the positive vertical axis), indicating that, because \( \hat{\Delta} \) is ‘statistically’ close to zero, there is no upper limit to the ICER, and the proper representation of the confidence interval is \([52,728, \infty)\).

The plot of the adjusted estimate of INB and its 90 per cent confidence limits by \( \hat{\lambda} \) can be found in Figure 2. Minus \( \hat{\Delta} \), and the corresponding 90 per cent confidence limits are given where the plots meet the vertical axis. The horizontal intercepts provide the estimate of the ICER and its Fieller confidence limits. The 90 per cent lower limit of the INB never crosses the horizontal axis, indicating that no value of the willingness-to-pay would lead us to reject the hypothesis \( \text{INB}(\hat{\lambda}) \leq 0 \) in favour of \( \text{INB}(\hat{\lambda}) > 0 \), at the 5 per cent level. For the same reason the 90 per cent confidence interval for the ICER includes undefined values.

A model was fit which included treatment, ejection fraction and their interaction (not shown in table). The estimated interaction parameter associated with cost was −1772 \( (p = 0.818) \) and with effectiveness was 0.2851 \( (p = 0.711) \). The negative estimate for cost implies that the increase in cost due to the defibrillator was less for patients with a low ejection fraction. The positive estimate for effectiveness implies that the increase in effectiveness due to the defibrillator was greater for patients with a low ejection fraction. Neither interaction term is
significant, however this is not sufficient to conclude that the interaction on the INB scale is non-significant for all values of $\lambda$ of interest, although in this particular case since the $p$-values are quite high, it is unlikely that there exist any value of $\lambda$ for which the interaction is significant on the INB scale. Thus we tested the hypothesis $H : \hat{\beta}_{ET \times F} - \hat{\beta}_{CT \times F} = 0$, where $T \times F$ indicates the treatment by ejection fraction interaction. The estimate $\hat{\beta}_{ET \times F} - \hat{\beta}_{CT \times F}$, its standard error and associated $p$-value are given in Table III for several values of $\lambda$. The estimate will always be positive for positive values of $\lambda$, but for no values in this range was the interaction significant.

3.2. The EVALUATE trial

The EVALUATE trial is a randomized comparison of laparoscopic-assisted hysterectomy versus standard hysterectomy. Detailed reports of the trial can be found elsewhere [40, 41]. Patients were divided into two groups, those undergoing vaginal hysterectomy and those undergoing abdominal hysterectomy, and were analysed and reported separately.

Randomization was 2-to-1 in favour of laparoscopy. Allocation by treatment group and type of hysterectomy is given in Table IV. Effectiveness was expressed in quality-adjusted life years, and measured using the EQ-5D questionnaire [42]. EQ-5D measurements were taken at randomization, and at three follow-up visits: 6 weeks, 4 months and 1 year. These follow-up visits defined the three time intervals (i.e. $K = 3$) with $a_1 = 0$, $a_2 = 6$, $a_3 = 17$ and $a_4 = 52$, expressed in weeks. Since the boundaries of the time interval coincided with the EQ-5D measurements (as they often would), $q_{ik}$, the quality-adjusted life-year score for interval $k$, equals $(Q_{i,k+1} + Q_{i,k})/2 \times (a_{k+1} - a_k)/52$, where $Q_k$ is the EQ-5D measurement at $a_k$. Total costs, expressed in U.K. pounds, were collected for these time intervals also. Although there were no deaths, several patients failed to compete all follow-up visits and were considered censored. Over all treatment arms, all patients had observations for the first interval, 97.5 per cent had observations for the first two intervals, and 86.5 per cent had observations
Table V. Potential continuous covariates by treatment and type of hysterectomy, EVALUATE.

<table>
<thead>
<tr>
<th></th>
<th>Vaginal</th>
<th>Abdominal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Std. Dev.</td>
</tr>
<tr>
<td>Baseline EQ-5D</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Laparoscopic</td>
<td>0.746</td>
<td>0.256</td>
</tr>
<tr>
<td>Standard</td>
<td>0.758</td>
<td>0.232</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Laparoscopic</td>
<td>41.0</td>
<td>6.83</td>
</tr>
<tr>
<td>Standard</td>
<td>41.1</td>
<td>6.45</td>
</tr>
<tr>
<td>BMI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Laparoscopic</td>
<td>26.5</td>
<td>5.20</td>
</tr>
<tr>
<td>Standard</td>
<td>26.6</td>
<td>4.87</td>
</tr>
</tbody>
</table>

Table VI. Potential binary covariates by treatment and type of hysterectomy, EVALUATE.

<table>
<thead>
<tr>
<th></th>
<th>Vaginal (per cent)</th>
<th>Abdominal (per cent)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smoker</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Laparoscopic</td>
<td>37.8</td>
<td>41.7</td>
</tr>
<tr>
<td>Standard</td>
<td>40.3</td>
<td>47.1</td>
</tr>
<tr>
<td>Previous pelvic surgery</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Laparoscopic</td>
<td>1.62</td>
<td>0.54</td>
</tr>
<tr>
<td>Standard</td>
<td>0</td>
<td>0.73</td>
</tr>
</tbody>
</table>

for all three intervals. The censoring pattern was essentially the same in all treatment arms. The following variables were considered as potential covariates in the regression models: EQ-5D at randomization (Q), age (A), body mass index (B), smoking status (K), and whether or not the patient had previous pelvic surgery (P). K = 1 if the patient smoked, 0 otherwise, and P = 1 if the patient had previous pelvic surgery, 0 otherwise. Descriptive statistics of the covariates by treatment arm are given in Tables V and VI.

The first regression models included the treatment variable alone. The final regression models included a potential covariate if its corresponding significance level was less than or equal to 0.05 in the model including the treatment variable and all other significant covariates. The covariate parameter estimates and their corresponding significance levels are given in Table VII. A 1 year increase in age is observed to increase cost by £24 for a vaginal hysterectomy and by £22 for an abdominal hysterectomy. Smoking is observed to reduce cost by £186 for a vaginal hysterectomy. Not surprisingly, higher EQ-5D measures at randomization are associated with higher QALYs during follow-up for both types of hysterectomies. For abdominal hysterectomy, a one unit increase in BMI is observed to increase cost by £18. Also for abdominal hysterectomy, previous surgery is observed to increase cost by £2397 and reduce QALYs in follow-up by 0.1394. When the significant covariates are adjusted for, the treatment difference in effectiveness more than doubles for vaginal hysterectomies and almost halves for abdominal hysterectomies. These differences have a substantial effect on the ICER but almost no effect on the INB evaluated at either £10,000 or £20,000, see Table VIII.
Table VII. Parameter estimates, standard errors and \( p \)-values, EVALUATE.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Vaginal</th>
<th>Abdominal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No covariates</td>
<td>Final model*</td>
</tr>
<tr>
<td>( \hat{\Delta}_c )</td>
<td>Estimate</td>
<td>400.8</td>
</tr>
<tr>
<td></td>
<td>SE</td>
<td>69.79</td>
</tr>
<tr>
<td></td>
<td>( p )-value</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>( \hat{\beta}_{CA} )</td>
<td>Estimate</td>
<td>24.05</td>
</tr>
<tr>
<td></td>
<td>SE</td>
<td>n.i.m.</td>
</tr>
<tr>
<td></td>
<td>( p )-value</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>( \hat{\beta}_{CB} )</td>
<td>Estimate</td>
<td>18.21</td>
</tr>
<tr>
<td></td>
<td>SE</td>
<td>n.i.m.</td>
</tr>
<tr>
<td></td>
<td>( p )-value</td>
<td>n.i.m.</td>
</tr>
<tr>
<td>( \hat{\beta}_{CK} )</td>
<td>Estimate</td>
<td>-185.5</td>
</tr>
<tr>
<td></td>
<td>SE</td>
<td>73.700</td>
</tr>
<tr>
<td></td>
<td>( p )-value</td>
<td>0.012</td>
</tr>
<tr>
<td>( \hat{\beta}_{CP} )</td>
<td>Estimate</td>
<td>2397</td>
</tr>
<tr>
<td></td>
<td>SE</td>
<td>n.i.m.</td>
</tr>
<tr>
<td></td>
<td>( p )-value</td>
<td>n.i.m.</td>
</tr>
<tr>
<td>( \hat{\Delta}_c )</td>
<td>Estimate</td>
<td>0.001542</td>
</tr>
<tr>
<td></td>
<td>SE</td>
<td>0.01031</td>
</tr>
<tr>
<td></td>
<td>( p )-value</td>
<td>0.881</td>
</tr>
<tr>
<td>( \hat{\beta}_{EQ} )</td>
<td>Estimate</td>
<td>0.1505</td>
</tr>
<tr>
<td></td>
<td>SE</td>
<td>n.i.m.</td>
</tr>
<tr>
<td></td>
<td>( p )-value</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>( \hat{\beta}_{EK} )</td>
<td>Estimate</td>
<td>-0.0242</td>
</tr>
<tr>
<td></td>
<td>SE</td>
<td>n.i.m.</td>
</tr>
<tr>
<td></td>
<td>( p )-value</td>
<td>n.i.m.</td>
</tr>
<tr>
<td>( \hat{\beta}_{EP} )</td>
<td>Estimate</td>
<td>-0.1394</td>
</tr>
<tr>
<td></td>
<td>SE</td>
<td>n.i.m.</td>
</tr>
<tr>
<td></td>
<td>( p )-value</td>
<td>n.i.m.</td>
</tr>
<tr>
<td>( \hat{C}(\hat{\Delta}_c, \hat{\Delta}_c) )</td>
<td>-0.08368</td>
<td>-0.1034</td>
</tr>
</tbody>
</table>

*Includes only significant \(( p < 0.05)\) variables.

n.i.m., not in model.

The only significant covariate by treatment interaction was with smoking in the cost model for the vaginal group. The coefficient was -505.31, with a \( p \)-value of 0.0003. The negative coefficient indicates that the increase in cost associated with the laparoscopic procedure was observed to be £505.30 more for non-smokers (£624.35 versus £119.05). To examine the interaction between treatment and smoking on the INB scale, we added to the final model...
given in Table VII the smoking by treatment interaction in the cost model and smoking and
the smoking by treatment interaction in the effectiveness model. Then we tested the hypothesis
$H: \beta_{E,T\times K} - \beta_{C,T\times K} = 0$, where $T \times K$ indicates the treatment by smoking interaction. The
estimate $\hat{\beta}_{E,T\times K} - \hat{\beta}_{C,T\times K}$, its standard error and associated $p$-value are given in Table IX
for a several values of $\lambda$. For all values of $\lambda$ the estimate is positive, indicating that the INB
is observed to be greater among smokers, reaching significance for WTP values less than
£10 000/QALY. Since there was no a priori reason to suspect an interaction of this type,
and because we explored several possible interactions, these results should be considered
exploratory at best.

4. DISCUSSION

We have provided a simple but valid approach for covariate adjustment for censored cost-
effectiveness analysis where the measure of effectiveness is either survival time or quality-
adjusted survival time. The regression models are linear and the pattern of censoring is
assumed to be purely random. The proposed estimators, which are based on simple inverse
probability of censored weighting may not be efficient. Robbins and Rotnitzky [43] provide
a general theory for efficient estimation based on inverse probability of censoring weighting. However, due to the complex nature of the cost accumulation process, it would be difficult, if not impossible, to derive asymptotically efficient estimators for our setting.

We have specified linear regression models for both the measures of cost and effectiveness. For some applications linear models may be inappropriate. Recently, Lin [37] proposed a class of generalized linear models for cost data and developed the corresponding estimators. He argued that multiplicative models, which are special cases of generalized linear models, may be more appropriate than linear models in some applications. Combining the ideas of Lin [37] with those of this paper, we may develop methods for covariate adjusted cost-effectiveness analyses using generalized linear models or other non-linear models.

For simplicity of presentation we have assumed that the censoring arises in a purely random fashion. If this is not true, the censoring time distribution may be modelled using proportional hazards models, see Lin [25, 37], however the resulting estimators are far more complicated. Lin [37] discusses the conditions under which the inverse probability weighting can be applied.
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