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SUMMARY

Estimation of the average total cost for treating patients with a particular disease is often complicated by the fact that the survival times are censored on some study subjects and their subsequent costs are unknown. The naive sample average of the observed costs from all study subjects or from the uncensored cases only can be severely biased, and the standard survival analysis techniques are not applicable. To minimize the bias induced by censoring, we partition the entire time period of interest into a number of small intervals and estimate the average total cost either by the sum of the Kaplan–Meier estimator for the probability of dying in each interval multiplied by the sample mean of the total costs from the observed deaths in that interval or by the sum of the Kaplan–Meier estimator for the probability of being alive at the start of each interval multiplied by an appropriate estimator for the average cost over the interval conditional on surviving to the start of the interval. The resultant estimators are consistent if censoring occurs solely at the boundaries of the intervals. In addition, the estimators are asymptotically normal with easily estimated variances. Extensive numerical studies show that the asymptotic approximations are adequate for practical use and the biases of the proposed estimators are small even when censoring may occur in the interiors of the intervals. An ovarian cancer study is provided.

1. Introduction

Recent years have seen a heightened interest in studying the cost of health care. One important component of this effort is the assessment of medical costs for treating a disease. For instance, when evaluating the cost-effectiveness of a cancer screening program, the potential savings in treatment costs due to earlier diagnosis through screening are of interest. As another example, comparisons of the average costs associated with alternative therapies may lead to substantial cost reduction. The data for such analysis may be derived from clinical trials, disease registries, health insurance records, etc. A common feature with the available data sources is that some patients are not followed for the entire durations of interest. (If the \( \tau \)-year cost is under study, then the duration of interest is the minimum of \( \tau \) and the patient’s survival time.) Thus, the durations of interest on these patients are censored and their subsequent costs are unknown.

Until recently, the average total cost for a group of patients has commonly been estimated by the sample mean of the observed costs from all study subjects or from only the uncensored cases. The former estimator, to be referred to as the full-sample estimator, is always biased downward because the costs incurred after censoring times are not accounted for. The latter estimator, called
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the censored-cases estimator, is also destined to be biased: it is biased toward the costs of the patients with shorter survival times because larger survival times are more likely to be censored. The difficulties with using such naive sample averages to make inference about the survival distribution have long been recognized in the field of survival analysis.

In an attempt to adjust for the effects of censoring, several researchers (e.g., Quesenberry et al., 1989; Hiatt et al., 1990; Fenn et al., 1995) have applied the standard survival analysis techniques (e.g., Kaplan–Meier estimator and log rank test) to the problem of cost evaluation by treating costs as potentially right-censored survival times (i.e., attaching the censoring indicator to the observed total cost). This strategy, however, is invalid unless all patients accumulate costs with a common (deterministic) rate function over time (yielding a one-to-one correspondence between the survival time and total cost). In practice, the cost functions vary among patients. Thus, a patient who accrues costs at higher rates tends to generate larger total costs at both the survival time and censoring time, which implies that the total cost at the survival time is positively correlated with the total cost at the censoring time. This correlation implies that “censored” total costs cannot be analyzed by standard survival analysis methods, all of which require independence between the variable of interest and its censoring variable.

In this paper, we show how to properly adjust for censoring in the cost estimation. Specifically, we divide the entire time period of interest into several intervals and then estimate the average total cost by the sum of the Kaplan–Meier estimator for the probability of dying in each time interval multiplied by the sample mean of the total costs from those who are observed to die in that interval. The distribution function of the total cost and its quantiles may be estimated in a similar fashion. If the costs accrued within the intervals are recorded, then the average total cost can also be estimated by the sum of the Kaplan–Meier estimator for the probability of surviving to the start of each interval multiplied by an appropriate estimator for the average cost over the interval conditional on surviving to the start of the interval. The latter approach makes fuller use of the cost information and accommodates left-truncation in addition to right-censorship. Consistent estimators can be constructed under either approach if the censoring time distribution is discrete. Furthermore, the proposed estimators are asymptotically normal with variances that can be easily estimated. Extensive numerical studies show that the new methodology is appropriate for practical use. A detailed illustration with an ovarian cancer study is provided.

2. Methods

2.1 Preliminaries

Let the random variable $C$ denote the total medical cost for a patient over the time period $[0, \tau)$. In addition, let $T$ and $U$ be the latent survival and censoring times. We assume that $T$ is continuous and $U$ is either continuous or discrete. If $T < \tau$, then $C$ becomes the total cost up to $T$. Our main task is to estimate the mean (total) cost $E = E(C)$, where $E$ denotes expectation. If no patient is followed beyond $\tau$, then it would not be possible to include the cost incurred after $\tau$ in the definition of the mean total cost without imposing stringent and untenable assumptions.

We divide the entire time period $[0, \tau)$ into $K$ intervals $[a_k, a_{k+1})$ ($k = 1, \ldots, K$), where $a_1 = 0$ and $a_{K+1} = \tau$. Let the random variable $C_k$ be the cost incurred over $[a_k, a_{k+1})$ ($k = 1, \ldots, K$). Naturally, a patient can accrue costs over $[a_k, a_{k+1})$ if and only if he/she survives to the start of the interval $a_k$.

Write $X = \min(T, U)$ and $\delta = I(T \leq U)$, where $I(\cdot)$ is the indicator function. The data typically consist of $n$ independent replicates of $(X, \delta, C)$, where $C$ is the observed total cost, namely, the cost accrued from the start of the follow-up to the last contact date $X$. When the cost histories are recorded, $C$ may be decomposed as $(\bar{C}_1, \ldots, \bar{C}_K)$, where $\bar{C}_k$ is the observed cost over $[a_k, a_{k+1})$. The subscript $i$ will be added to the variable names to indicate individual patients. Obviously, $\delta_i = 1$ or $X_i = \tau$ implies that $\bar{C}_i = C_i$. If $X_i < a_k$, then $\bar{C}_{ki}$ is either zero or missing dependent on whether $\delta_i = 1$ or 0. Given $X_i \geq a_k$, $\bar{C}_{ki} = C_{ki}$ if the $i$th patient is not censored before $a_{k+1}$ and $\bar{C}_{ki}$ equals the cost accrued over $[a_k, U_i)$ otherwise. We allow some of the $\bar{C}_{ki}$ to be missing before $X_i$, but only in a completely random fashion.

The validity of the familiar survival analysis techniques, such as the Kaplan–Meier estimator, depends critically on the assumption of independent censoring, which requires that, at any follow-up time $t$, patients cannot be censored because they are at unusually high (or low) risk of dying (Kalbfleisch and Prentice, 1980, pp. 40–41). In our setting, it is necessary to extend this definition to require that, at any follow-up time $t$, patients are not censored because they will accrue unusually high (or low) costs.
We shall provide two approaches to cost estimation, one requiring only the observed total costs at the last contact dates and one making use of the observed costs within the small intervals \([a_k, a_{k+1})\) \((k = 1, \ldots, K)\). We begin with the latter approach.

2.2 Using the Cost Histories

Recall that \(C = \sum_{k=1}^{K} C_k\), which implies that \(E = \sum_{k=1}^{K} \mathcal{E}(C_k)\). By the conditional expectation argument, \(E = \sum_{k=1}^{K} \mathcal{E}\{\mathcal{E}(C_k \mid T \geq a_k)\}\), which equals \(\sum_{k=1}^{K} \Pr(T \geq a_k) \mathcal{E}(C_k \mid T \geq a_k)\), or

\[
E = \sum_{k=1}^{K} S_k E_k,
\]

where \(S_k = \Pr(T \geq a_k)\) and \(E_k = \mathcal{E}(C_k \mid T \geq a_k)\). The replacements of \(S_k\) and \(E_k\) \((k = 1, \ldots, K)\) by their consistent estimators will yield a consistent estimator for \(E\). As will become clearer later, estimation of \(E_k\) \((k = 1, \ldots, K)\) is much less challenging than direct estimation of \(E\).

The survival probabilities \(S_k\) \((k = 1, \ldots, K)\) can be consistently estimated by the Kaplan–Meier method. Specifically, let \(t_1 < t_2 < \cdots < t_J\) be the (ordered distinct) observed survival times, and let \(d_j\) be the number of observed deaths at \(t_j\) and let \(n_j\) be the number of patients under observation at \(t_j\) \((j = 1, \ldots, J)\). Then the Kaplan–Meier estimator of \(S_k\) is

\[
\hat{S}_k = \prod_{j:t_j < a_k} \frac{n_j - d_j}{n_j}.
\]

The (extended) assumption of independent censoring mentioned in Section 2.1 implies that \(\mathcal{E}(C_k \mid T \geq a_k) = \mathcal{E}(C_k \mid X \geq a_k)\) \((k = 1, \ldots, K)\), which enables us to estimate \(E_k\) from the patients who are under observation at time \(a_k\). Let \(Y_{ki}\) indicate, by the values 1 vs. 0, whether or not \(C_{ki}\) is included in the estimation of \(E_k\). (Naturally, \(Y_{ki}\) is 0 if \(C_{ki}\) is missing.) Then \(E_k\)'s are estimated by

\[
\hat{E}_k = \frac{\sum_{i=1}^{n} Y_{ki} \hat{C}_{ki}}{\sum_{i=1}^{n} Y_{ki}}, \quad k = 1, \ldots, K,
\]

and \(E\) is estimated by \(\hat{E} = \sum_{k=1}^{K} \hat{S}_k \hat{E}_k\).

If we define \(Y_{ki} = I(X_i \geq a_k)\), then \(\hat{E}_k\) is the sample average of the observed costs over \([a_k, a_{k+1})\) among those who are under observation at the start of the interval. Denote the resulting estimator of \(E\) by \(\hat{E}_A\). This estimator was previously utilized in some applications (Manning et al., 1989; Keeler et al., 1989; Hodgson, 1992; Etzioni, Urban, and Baker, 1996), but its properties were not studied. It is easy to see that \(\hat{E}_k\) is an unbiased estimator of \(E_k\) if censoring occurs only at the end of the interval, in which case \(\hat{C}_{ki} = C_{ki}\) for all nonzero \(Y_{ki}\)'s. This censoring pattern can be constructed if patients enter the study at discrete time points and are withdrawn from the study prematurely at limited time points. If censoring occurs before the end of the interval, then \(\hat{E}_k\) will underestimate \(E_k\) since the costs from the censoring times to the end of the interval are not accounted for. Clearly, the bias of \(\hat{E}_A\) depends on the amount and timing of censoring and diminishes as the intervals shrink. If there is heavy censoring and the cost information is available only in broad time intervals, then it may be advisable to prorate the costs of the censored cases.

It is instructive to compare \(\hat{E}_A\) with the naive full-sample estimator mentioned in Section 1. (The latter may be regarded as an extreme special case of the former with \(K = 1\).) For the naive estimator, the costs from the censoring times through the terminal time point \(\tau\) are omitted entirely, which will result in substantial underestimation of \(E\) unless all the censoring times are close to \(\tau\). Even though we use the same kind of sample averages to estimate the individual \(E_k\)'s, the resulting estimator \(\hat{E}_A\) is always less biased because a censored case poses a difficulty only in the time interval in which the censoring occurs, and because the gap between the censoring time and the end of the corresponding interval is generally much smaller than that between the censoring time and the terminal time point \(\tau\).

An alternative way of estimating \(E_k\) is to exclude those who are censored during \([a_k, a_{k+1})\) from the calculation of the sample average \(\hat{E}_k\). The resulting estimator will be unbiased if all the patients who are under observation at time \(a_k\) have the same probability of being censored during \([a_k, a_{k+1})\). This condition, which guarantees that the uncensored \(C_{ki}\)'s are representative of all the \(C_{ki}\)'s in the \(k\)th interval, essentially requires that censoring occurs only at the start of the interval. (Larger survival times will have higher probabilities of being censored unless censoring takes place before any death.) Because the costs incurred over a small time interval are (stochastically) similar
between the censored and uncensored cases, the sample average of the costs from the patients who are under observation at time \( a_k \) and who are not censored in \([a_k, a_{k+1})\) provides a reasonable estimator of \( E_k \) even when censoring may occur in the interior of the interval. The corresponding estimator of \( E \), denoted by \( \hat{E}_B \), is always less biased than the naive uncensored-cases estimator mentioned in Section 1, which may be regarded as an extreme special case of \( \hat{E}_B \) with \( K = 1 \). The bias of \( \hat{E}_B \) will approach zero as the interval widths decrease. In general, \( \hat{E}_B \) is less biased than \( \hat{E}_A \) but may also be less efficient. Naturally, both estimators reduce to the usual sample mean in the absence of censoring.

To summarize, \( \hat{E}_A \) and \( \hat{E}_B \) are consistent for \( E \) when censoring occurs only at the ends and the beginnings of the intervals, respectively, and both estimators are nearly consistent for small time intervals regardless of the censoring pattern. For making formal statistical inference about the average cost \( E \), it is imperative to ascertain the distribution of the estimator \( \hat{E} \) (\( \hat{E}_A \) or \( \hat{E}_B \)). We show in Appendix A that, for large \( n \), the estimator \( \hat{E} \) is approximately normal with mean \( E^* = \sum_{k=1}^{K} S_k E_k^* \) and with variance \( \hat{V} = \sum_{i=1}^{n} \sum_{k=1}^{K} \sum_{l=1}^{K} W_{kl} W_{li} \), where \( E_k^* = \mathcal{E}(\hat{C}_{kl} \mid Y_{kl} = 1) \),

\[
W_{ki} = \frac{\hat{S}_k Y_{ki} (\hat{C}_{ki} - \hat{E}_k)}{\sum_{j=1}^{n} Y_{kj}} - \hat{S}_k \hat{E}_k \left( \frac{I(X_i \leq a_k) \delta_i}{R_i} - \sum_{j: X_j \leq \min(a_k, X_i)} \frac{\delta_j}{R_{ij}} \right),
\]

and \( R_i = \sum_{i=1}^{n} I(X_i \geq X_i) \). (As mentioned above, the use of \( \hat{E}_A \) and \( \hat{E}_B \) entails that \( E^* = E \) if censoring occurs only at the ends and the beginnings of the intervals, respectively.) These results enable one to make formal inference about the average total cost for a group of patients or the difference between two independent groups.

2.3 Not Using the Cost Histories

By the law of conditional expectation, \( E = \sum_{k=1}^{K} \mathcal{E}(C \mid a_k \leq T < a_{k+1}) \Pr(a_k \leq T < a_{k+1}) + \mathcal{E}(C \mid T \geq \tau) \Pr(T \geq \tau) \) or \( E = \sum_{k=1}^{K+1} \mathcal{E}(C \mid a_k \leq T < a_{k+1}) \Pr(a_k \leq T < a_{k+1}) \text{ with } a_{K+2} = \infty \). Thus,

\[
E = \sum_{k=1}^{K+1} A_k (S_k - S_{k+1}),
\]

where \( A_k = \mathcal{E}(C \mid a_k \leq T < a_{k+1}) \).

Under the (extended) independent censoring condition given in Section 2.1,

\[
A_k = \mathcal{E}(C \mid a_k \leq T < a_{k+1}, U \geq a_k) = \mathcal{E}(C \mid X \geq a_k, T < a_{k+1}),
\]

showing that it is possible to estimate \( A_k \) from the patients who are under observation at time \( a_k \). If censoring occurs only at the end of the interval (i.e., \( a_{k+1} \)), then \( I(X \geq a_k, T < a_{k+1}) = I(a_k \leq X < a_{k+1}, \delta = 1) \), in which case \( A_k \) can be consistently estimated by the sample mean of the total costs from those who are observed to die in \([a_k, a_{k+1})\), namely,

\[
\hat{A}_k = \frac{\sum_{i=1}^{n} Y_{ki} \hat{C}_i}{\sum_{i=1}^{n} Y_{ki}},
\]

where \( Y_{ki} = I(a_k \leq X_i < a_{k+1}, \delta_i = 1) \). This estimator may also be expressed as

\[
\hat{A}_k = \frac{\sum_{i=1}^{n} Y_{ki} \hat{C}_i}{\sum_{i=1}^{n} Y_{ki}}
\]

since \( Y_{ki} = 1 \) implies that \( \hat{C}_i = C_i \). If censoring takes place at the start of the interval (i.e., \( a_k \)), then, given \( \{X_i \geq a_k\} \), the \( T_i \)’s have the same probability of being censored in the interval. Under this scenario, the patients who are observed to die in \([a_k, a_{k+1})\) are a random subset of all the deaths in \([a_k, a_{k+1})\), which entails that \( \hat{A}_k \) is still consistent for \( A_k \). If censoring occurs in the interior of the interval, then \( \hat{A}_k \) tends to be driven by the costs of the patients who die early on in the interval because, given the same censoring distribution, larger survival times are more likely to be censored. However, if the interval is narrow, the costs associated with the early deaths of the interval are (stochastically) similar to those of the late deaths so that the bias of \( \hat{A}_k \) will be small.

Most of the discussion in the preceding paragraph pertains to \( A_k \) \( (k = 1, \ldots, K) \) only. By definition, \( A_{K+1} = \mathcal{E}(C \mid T \geq \tau) \), which equals \( \mathcal{E}(C \mid X \geq \tau) \) according to (2.2). Thus, we estimate \( A_{K+1} \) by
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\[ \hat{A}_{k+1} = \frac{\sum_{i=1}^{n} Y_{K+1,i} C_i}{\sum_{i=1}^{n} Y_{K+1,i}}, \]

where \( Y_{K+1,i} = I(X_i \geq \tau) \). Note that \( \hat{A}_{K+1} \) is always consistent for \( A_{K+1} \) (regardless of the censoring pattern) provided that the independent censoring assumption holds.

It is clear from the expressions for \( \hat{A}_k \) (\( k = 1, \ldots, K + 1 \)) that the observed costs of the patients who are censored before \( \tau \) are not involved in any calculations and therefore need not be recorded. The costs of the other patients (i.e., those who are observed to die or whose censoring times equal \( \tau \)) are allowed to be missing, but only in a completely random fashion. Naturally, \( Y_{ki} = 0 \) if \( C_i \) is missing.

Given the \( \hat{S}_k \)'s and \( \hat{A}_k \)'s, we estimate \( E \) by

\[ \hat{E}_T = \sum_{k=1}^{K+1} \hat{A}_k (\hat{S}_k - \hat{S}_{k+1}). \]

Because the Kaplan–Meier estimators and \( \hat{A}_{K+1} \) are consistent regardless of the censoring pattern, the estimator \( \hat{E}_T \) will be consistent as long as the \( \hat{A}_k \)'s (\( k = 1, \ldots, K \)) are consistent. The consistency of the \( \hat{A}_k \)'s can be achieved if the censoring time distribution is discrete, in which case the cut-points \( a_k \) may be chosen to coincide with the possible censoring times. If the censoring distribution is continuous, then it is desirable to choose a fine partition of the time period so that the bias can be minimized. However, this is subject to the constraint that reliable estimation of \( A_k \) (\( k = 1, \ldots, K \)) requires a reasonable number of observed deaths in each interval.

In order to study the large-sample properties of \( \hat{E}_T \) under arbitrary censoring distributions, we define \( A^*_k = E(C \mid a_k \leq X < a_{k+1}, \delta = 1) \) (\( k = 1, \ldots, K \)), \( A^*_{K+1} = A_{K+1} \), and \( E^* = \sum_{k=1}^{K+1} A^*_k (\hat{S}_k - \hat{S}_{k+1}) \). Of course, if censoring takes place only at the boundaries of the intervals, then \( A^*_k = A_k \) (\( k = 1, \ldots, K \)) and \( E^* = E \). We show in Appendix B that, for large \( n \), the estimator \( \hat{E}_T \) is approximately normal with mean \( E^* \) and with variance \( \hat{V}_T = \sum_{i=1}^{n} \frac{\sum_{k=1}^{K+1} W_{ki} W_{li}}{W_{ki} W_{li}} \), where

\[
W_{ki} = \frac{(\hat{S}_k - \hat{S}_{k+1}) Y_{ki} (C_i - \hat{A}_k)}{\sum_{j=1}^{n} Y_{kj}} + \hat{E}_k (\hat{S}_{k+1} D_{k+1, i} - \hat{S}_k D_{ki}),
\]

\[
D_{ki} = \frac{I(X_i \leq a_k) \delta_i}{R_i} - \sum_{j: X_j \leq \min(a_k, X_i)} \frac{\delta_j}{R_j^2},
\]

and \( R_i = \sum_{i=1}^{n} I(X_i \geq X_i) \).

In the special case where patients are enrolled simultaneously and study termination is the only source of censoring, the proposed estimator \( \hat{E}_T \) reduces to the naive sample mean. As discussed in Section 1, when there are staggered patient entries and/or early withdrawals, the naive sample mean will be biased downward if the observed total costs of all patients are included in the calculation and will be biased toward the costs associated with shorter survival times if the cases censored before \( \tau \) are excluded. Although we use the sample means of the costs from the observed deaths to estimate the individual \( A_k \)'s, the biases of the \( \hat{A}_k \)'s are minimal even if censoring may occur in the interiors of the intervals because the total costs of the patients who die in a small time interval are much more homogeneous than the total costs of all patients. Therefore, the bias of \( \hat{E}_T \) is much smaller than the naive sample mean of the costs from all the observed deaths.

The idea of dividing the entire time period of interest into a number of small intervals and then combining the Kaplan–Meier estimators with the sample means is essential to the developments in both Section 2.2 and this subsection. The key difference lies in the decomposition of the costs. In Section 2.2, the mean total cost is decomposed as the sum of the probability of being alive at the start of each interval multiplied by the average cost incurred over the interval conditional on being alive at the start of the interval. Here, the same parameter is represented by the sum of the probability of dying in each interval multiplied by the average total cost of those who die in the interval. In the former case, the cost information on a patient contributes to the estimation of the \( E_k \)'s for each time interval in which he/she is under observation, whereas in the latter case only the costs of the observed deaths are utilized. Some loss of efficiency may result from disregarding the costs of the censored cases. Additional difficulties may arise if the survival time is also subject to left-truncation (i.e., some patients have already accrued costs for some time before the follow-up begins). In that situation, the truncated cases have to be excluded from the calculation of the \( \hat{A}_k \)'s
because the costs incurred before the truncation times are unknown. This may not only reduce the efficiency but may also shorten the time period over which the average total cost can be estimated, as will be elaborated in Section 4. Of course, the main advantage of using $\hat{E}_T$ is that it does not require the breakdown of the medical costs in small time intervals, which is not feasible in some applications.

Another advantage of the approach taken in this subsection is that it can also be used to estimate the distribution function of $C$. Let $F(c) = \Pr(C \leq c)$ and $F_k(c) = \Pr(C \leq c \mid a_k \leq T < a_{k+1})$. Then, analogous to (2.1),

$$F(c) = \sum_{k=1}^{K+1} F_k(c)(S_k - S_{k+1}),$$

which can be (consistently) estimated by

$$\hat{F}(c) = \sum_{k=1}^{K+1} \hat{F}_k(c)(\hat{S}_k - \hat{S}_{k+1}),$$

where

$$\hat{F}_k(c) = \frac{\sum_{i=1}^{n_k} Y_{ki} I(C_i \leq c)}{\sum_{i=1}^{n_k} Y_{ki}}, \quad k = 1, \ldots, K + 1.$$

By the arguments given in Appendix B, for large $n$, the estimator $\hat{F}(c)$ is approximately normal with mean $F(c)$ (or a limit analogous to $E^*$ if censoring may occur in the interior of an interval) and with variance $\hat{V}(c) = \sum_{i=1}^{n} \sum_{k=1}^{K+1} \frac{K+1}{n_k} \hat{W}_{ki}(c)\hat{W}_{li}(c)$, where $\hat{W}_{ki}(c)$ is the same as $W_{ki}$ except that $C_i$ and $\hat{A}_k$ on the right side of (2.3) are now replaced by $I(C_i \leq c)$ and $\hat{F}_k(c)$.

The quantiles (such as median) of the distribution can be estimated from the above empirical distribution function $\hat{F}$ along the lines of Brookmeyer and Crowley (1982). Let $0 < p < 1$ and define $\psi_p = F^{-1}(p) = \inf\{c : F(c) \geq p\}$ as the $p$th quantile of $F$. Then $\psi_p$ is estimated (consistently) by

$$\hat{\psi}_p = \inf\{c : \hat{F}(c) \geq p\}.$$

An approximate 95% confidence interval for $\psi_p$ is the collection of all values of $\psi_p^0$ that satisfy

$$\frac{|\hat{F}(\psi_p^0) - p|}{\hat{V}^{1/2}(\psi_p^0)} \leq 1.96,$$

i.e., all hypothesized values $\psi_p^0$ of $\psi_p$ that are not rejected when the null hypothesis $\psi_p = \psi_p^0$ is tested against the alternative hypothesis $\psi_p \neq \psi_p^0$ at the 5% level based on the large-sample normality of $\hat{F}(c)$. This interval can be read directly from the upper and lower pointwise 95% confidence limits for $F(c)$ in the same manner as $\hat{\psi}_p$ can be read from the empirical distribution function $\hat{F}(c)$ itself, as will be demonstrated in Section 4.

3. Numerical Studies

Extensive Monte Carlo simulations were conducted to assess the performance of the proposed estimators $\hat{E}_A$, $\hat{E}_B$, and $\hat{E}_T$ in terms of bias, variance estimation, and normal approximation. For comparison, we also evaluated the three naive estimators discussed in the previous sections. Let $\hat{E}_F$ and $\hat{E}_U$ denote, respectively, the naive full-sample and uncensored-cases estimators, and let $\hat{E}_{KM}$ denote the empirical mean of the Kaplan–Meier distribution treating total costs as right-censored survival times.

The survival times were generated from two distributions, uniform on $[0, 10]$ years and exponential with a mean of 6 years. We assumed that the study only lasts 10 years so that the terminal time point $\tau$ equals 10. Thus, the average 10-year cost is the parameter of interest under both distributions.

We postulated U-shaped sample paths for the costs, i.e., there is a high cost associated with diagnostic tests around the time of diagnosis and then there is a sharp rise of costs prior to death. To be specific, we divided the entire time period into ten 1-year intervals. Within each interval, there is a baseline cost that has a uniform distribution on $[1000, 3000]$ dollars annually; the total diagnostic cost is uniform on $[5000, 15,000]$ dollars at the time of diagnosis; the cost in the final year of life is uniform on $[10,000, 30,000]$ dollars. (The diagnostic and death costs are added to the baseline costs.) We assumed that the annual baseline cost is evenly distributed over the 1-year
Table 1

Summary statistics for the simulation studies: light censoring

| Estimator | Uniform survival times | | Exponential survival times | | |
|---|---|---|---|---|---|---|
| | Case I | Case II | Case III | Case I | Case II | Case III |
| $\hat{E}_A$ | Bias | -4 | -1837 | -986 | -2 | -1503 | -819 |
| | SSE | 1148 | 1179 | 1152 | 1139 | 1139 | 1129 |
| | SEE | 1116 | 1147 | 1119 | 1115 | 1120 | 1109 |
| | CP | 94.1% | 64.0% | 84.7% | 94.3% | 72.1% | 87.2% |
| $\hat{E}_B$ | Bias | 279 | -4 | -29 | 324 | -1 | 86 |
| | SSE | 1112 | 1190 | 1133 | 1149 | 1177 | 1161 |
| | SEE | 1080 | 1152 | 1097 | 1127 | 1152 | 1136 |
| | CP | 93.2% | 94.0% | 94.0% | 93.6% | 94.2% | 94.2% |
| $\hat{E}_T$ | Bias | -3 | -4 | -48 | -1 | -1 | -24 |
| | SSE | 1112 | 1149 | 1144 | 1141 | 1175 | 1170 |
| | SEE | 1093 | 1127 | 1113 | 1096 | 1126 | 1119 |
| | CP | 94.3% | 94.2% | 94.0% | 93.7% | 93.7% | 93.6% |
| $\hat{E}_F$ | Bias | -5418 | -6865 | -6180 | -3877 | -5109 | -4528 |
| | SSE | 1259 | 1333 | 1292 | 1149 | 1208 | 1174 |
| | SEE | 1252 | 1326 | 1284 | 1134 | 1196 | 1161 |
| | CP | 6.8% | 0.0% | 0.2% | 7.4% | 1.2% | 2.8% |
| $\hat{E}_U$ | Bias | -1283 | -1373 | -1423 | -468 | -544 | -572 |
| | SSE | 1187 | 1228 | 1211 | 1318 | 1357 | 1338 |
| | SEE | 1176 | 1216 | 1199 | 1295 | 1335 | 1316 |
| | CP | 81.1% | 80.2% | 78.5% | 93.0% | 92.7% | 92.4% |
| $\hat{E}_{KM}$ | Bias | -832 | -877 | -880 | 1135 | 1096 | 1062 |
| | SSE | 1124 | 1158 | 1142 | 1181 | 1211 | 1195 |
| | SEE | 1103 | 1134 | 1119 | 1147 | 1175 | 1160 |
| | CP | 88.0% | 87.5% | 87.2% | 82.0% | 83.5% | 83.9% |

Note: The true mean costs are 39,000 and 34,680 dollars under the uniform and exponential distributions, respectively. Bias and SSE are, respectively, the sampling bias and sampling standard error for the estimator. SEE is the sampling average of the standard error estimator, and CP is the sampling coverage probability of the 95% confidence interval. Cases I, II, and III correspond to censoring at the ends, at the starts, and in the interiors of the intervals, respectively. Each entry is based on 50,000 simulation samples.

period and that the terminal-phase cost is evenly distributed in the final year of life (which may overlap two intervals). Given the above cost specifications, the mean costs over the 10-year period are about $39,000 and $34,680 under the uniform and exponential survival distributions, respectively.

The results reported here pertain to the moderate sample size of 100 patients. Due to the potential difficulty of no patients under observation for year 10, we collapsed the last two time intervals and used 9 instead of 10 time intervals in the analysis, i.e., $(a_1, a_2, \ldots, a_K, a_{K+1}) = (0, 1, 2, 3, 4, 5, 6, 7, 8, 10)$ and $K = 9$.

We considered three censoring patterns: censoring at the ends of the intervals only, at the starts of the intervals only, and in the interiors of the intervals, which will be referred to as Cases I, II, and III, respectively. The portions of the costs incurred after censoring times are, of course, unobservable. Recall that $\hat{E}_A$ and $\hat{E}_B$ are consistent in Cases I and II, respectively. Case II is the worst scenario for $\hat{E}_A$ because a censored patient then has observed cost of zero in the censoring interval. In real applications, one would move the $a_k$'s slightly to the right so that $\hat{E}_A$ would be consistent. Similarly, one would not apply $\hat{E}_B$ literally to Case I. We included $\hat{E}_A$ in Case II and $\hat{E}_B$ in Case I (without any modifications) in order to assess the upper bounds of the biases for these two estimators.

We carried out two sets of simulation studies with different levels of censorship. In the first set, the censoring times have the following distributions: Case I: $\Pr(U = a_k-) = 0.05$ ($k = 2, \ldots, 10$)
### Table 2
Summary statistics for the simulation studies: moderate censoring

<table>
<thead>
<tr>
<th>Estimator</th>
<th>Uniform survival times</th>
<th></th>
<th></th>
<th>Exponential survival times</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Case I</td>
<td>Case II</td>
<td>Case III</td>
<td>Case I</td>
<td>Case II</td>
<td>Case III</td>
<td></td>
</tr>
<tr>
<td>$\hat{E}_A$ Bias</td>
<td>-1</td>
<td>-3692</td>
<td>-2032</td>
<td>-1</td>
<td>-2920</td>
<td>-1652</td>
<td></td>
</tr>
<tr>
<td>SSE</td>
<td>1304</td>
<td>1364</td>
<td>1303</td>
<td>1287</td>
<td>1276</td>
<td>1258</td>
<td></td>
</tr>
<tr>
<td>SEE</td>
<td>1248</td>
<td>1317</td>
<td>1253</td>
<td>1247</td>
<td>1243</td>
<td>1225</td>
<td></td>
</tr>
<tr>
<td>CP</td>
<td>93.7%</td>
<td>21.5%</td>
<td>62.3%</td>
<td>93.7%</td>
<td>36.5%</td>
<td>70.4%</td>
<td></td>
</tr>
<tr>
<td>$\hat{E}_B$ Bias</td>
<td>-546</td>
<td>-9</td>
<td>-156</td>
<td>779</td>
<td>-4</td>
<td>214</td>
<td></td>
</tr>
<tr>
<td>SSE</td>
<td>1225</td>
<td>1423</td>
<td>1290</td>
<td>1358</td>
<td>1408</td>
<td>1433</td>
<td></td>
</tr>
<tr>
<td>SEE</td>
<td>1178</td>
<td>1344</td>
<td>1221</td>
<td>1304</td>
<td>1345</td>
<td>1337</td>
<td></td>
</tr>
<tr>
<td>CP</td>
<td>91.5%</td>
<td>93.3%</td>
<td>92.8%</td>
<td>91.4%</td>
<td>93.1%</td>
<td>92.4%</td>
<td></td>
</tr>
<tr>
<td>$\hat{E}_T$ Bias</td>
<td>-7</td>
<td>-17</td>
<td>-317</td>
<td>-11</td>
<td>-3</td>
<td>93</td>
<td></td>
</tr>
<tr>
<td>SSE</td>
<td>1221</td>
<td>1339</td>
<td>1537</td>
<td>1326</td>
<td>1431</td>
<td>1530</td>
<td></td>
</tr>
<tr>
<td>SEE</td>
<td>1183</td>
<td>1262</td>
<td>1263</td>
<td>1218</td>
<td>1281</td>
<td>1283</td>
<td></td>
</tr>
<tr>
<td>CP</td>
<td>94.0%</td>
<td>93.5%</td>
<td>90.5%</td>
<td>92.3%</td>
<td>91.4%</td>
<td>90.2%</td>
<td></td>
</tr>
<tr>
<td>$\hat{E}_F$ Bias</td>
<td>-8663</td>
<td>-10983</td>
<td>-9885</td>
<td>-6201</td>
<td>-8174</td>
<td>-7244</td>
<td></td>
</tr>
<tr>
<td>SSE</td>
<td>1277</td>
<td>1331</td>
<td>1296</td>
<td>1159</td>
<td>1213</td>
<td>1178</td>
<td></td>
</tr>
<tr>
<td>SEE</td>
<td>1267</td>
<td>1320</td>
<td>1286</td>
<td>1144</td>
<td>1198</td>
<td>1163</td>
<td></td>
</tr>
<tr>
<td>CP</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.1%</td>
<td>0.0%</td>
<td>0.0%</td>
<td></td>
</tr>
<tr>
<td>$\hat{E}_U$ Bias</td>
<td>-2470</td>
<td>-2819</td>
<td>-2845</td>
<td>-1422</td>
<td>-1677</td>
<td>-1670</td>
<td></td>
</tr>
<tr>
<td>SSE</td>
<td>1311</td>
<td>1400</td>
<td>1358</td>
<td>1389</td>
<td>1463</td>
<td>1424</td>
<td></td>
</tr>
<tr>
<td>SEE</td>
<td>1295</td>
<td>1381</td>
<td>1340</td>
<td>1363</td>
<td>1437</td>
<td>1400</td>
<td></td>
</tr>
<tr>
<td>CP</td>
<td>52.5%</td>
<td>47.1%</td>
<td>43.8%</td>
<td>81.9%</td>
<td>78.6%</td>
<td>77.9%</td>
<td></td>
</tr>
<tr>
<td>$\hat{E}_K M$ Bias</td>
<td>-1572</td>
<td>-1769</td>
<td>-1722</td>
<td>404</td>
<td>234</td>
<td>222</td>
<td></td>
</tr>
<tr>
<td>SSE</td>
<td>1195</td>
<td>1257</td>
<td>1224</td>
<td>1220</td>
<td>1276</td>
<td>1242</td>
<td></td>
</tr>
<tr>
<td>SEE</td>
<td>1165</td>
<td>1224</td>
<td>1193</td>
<td>1180</td>
<td>1230</td>
<td>1200</td>
<td></td>
</tr>
<tr>
<td>CP</td>
<td>72.4%</td>
<td>69.1%</td>
<td>69.2%</td>
<td>92.7%</td>
<td>93.4%</td>
<td>93.5%</td>
<td></td>
</tr>
</tbody>
</table>

Note: See the note to Table 1.

and $Pr(U = a_{10}) = 0.55$; Case II: $Pr(U = a_k) = 0.05 \ (k = 1, \ldots, 9)$ and $Pr(U = a_{10}) = 0.55$; Case III: $Pr(U < t) = t/20 \ (t < a_{10})$ and $Pr(U = a_{10}) = 0.50$. For the second set, we increased the amount of censoring as follows: Case I: $Pr(U = a_{k-}) = 0.08 \ (k = 2, \ldots, 10)$ and $Pr(U = a_{10}) = 0.28$; Case II: $Pr(U = a_k) = 0.08 \ (k = 1, \ldots, 9)$ and $Pr(U = a_{10}) = 0.28$; Case III: $Pr(U < t) = t/12.5 \ (t < a_{10})$ and $Pr(U = a_{10}) = 0.20$. The overall censoring probabilities for the two sets are approximately 25 and 40% under the uniform survival time distribution and about 30 and 45% under the exponential distribution. We shall refer to the first set as light censoring and to the second set as moderate censoring.

The main results of the simulation studies are summarized in Tables 1 and 2. We first comment on the performance of the methods developed in Section 2.2. The estimators $\hat{E}_A$ and $\hat{E}_B$ appear to be unbiased in Cases I and II, respectively. The variance (or standard error) estimators for $\hat{E}_A$ and $\hat{E}_B$ provide fairly accurate estimation of the true variation, and the confidence interval based on the normal approximation has adequate coverage probability when the bias of the estimator ($\hat{E}_A$ or $\hat{E}_B$) itself is small. There are considerable biases for $\hat{E}_A$ in Cases II and III, especially with moderate censoring, which implies that narrower time intervals, quarterly or monthly, should be used for this estimator when censoring does not occur exclusively at the ends of the intervals. The estimator $\hat{E}_B$ performs well in all three cases. We recommend that $\hat{E}_A$ be used when censoring is concentrated at the ends of the intervals and $\hat{E}_B$ be used in all other situations.

The estimator $\hat{E}_T$ is virtually unbiased in Cases I and II but has some bias in Case III, especially under moderate censoring. The variance (or standard error) estimator is fairly reliable under light censoring but underestimates the true variation under moderate censoring. The corresponding confidence interval has reasonable coverage probability except in Case III with moderate censoring. We conclude that the methodology of Section 2.3 works well when censoring occurs solely at the
Figure 1. Kaplan–Meier estimates of the survival probabilities for epithelial ovarian cancer patients: local stage, shown by solid curve; regional stage, shown by dotted curve; distant stage, shown by dashed curve.

boundaries of the intervals provided that there are a few (say, 5 or more) observed deaths in each interval, but the results need to be interpreted with caution when there is substantial censoring in the interior of an interval.

It is interesting to compare $\hat{E}_T$ versus $\hat{E}_A$ and $\hat{E}_B$. For light censoring, the performance of $\hat{E}_T$ is comparable to, and in fact appears to be slightly better than, that of $\hat{E}_A$ and $\hat{E}_B$. Under the exponential survival distribution with moderate censoring, however, $\hat{E}_T$ is noticeably worse than $\hat{E}_A$ in Case I and worse than $\hat{E}_B$ in Cases II and III.

As expected, the naive estimators $\hat{E}_F$ and $\hat{E}_U$ are much worse than $\hat{E}_A$ and $\hat{E}_B$, respectively, in all cases. The negative bias of $\hat{E}_F$ is very alarming, especially under moderate censoring. Due to the positive correlation between the survival time and the total cost, $\hat{E}_U$ is also biased downward. (Obviously, $\hat{E}_U$ will be biased upward if the patients who die early tend to accrue higher costs than those who live longer.) The bias of $\hat{E}_{KM}$ can be substantial and of either direction.

4. A Real Example

We now use the proposed methodology to study the medical costs attributable to epithelial ovarian cancer among Medicare enrollees in the United States. The data base (Potosky et al., 1993) consists of 4798 Medicare beneficiaries over the age of 65 who were diagnosed with local, regional, or distant stage ovarian cancer from 1973 through 1989. The data collection was initiated at the beginning of 1984 and terminated at the end of 1990. As a result, the patients who died before 1984 were excluded and those still alive at the end of 1990 were censored. The cost information covers the years 1984 through 1990 and contains the monthly costs on those who were alive at some point during this period. Even though no individual patients were followed for more than 7 years, the postdiagnosis information on survival and cost extended over a period of 17 years (after diagnosis) due to staggered times of diagnosis.

In this study, the assumption of independent censoring is satisfied because study termination was the only source of censoring. Due to the lack of information on the exact date of diagnosis, we assume that the diagnosis took place at the start of the calendar month. This assumption, together with the use of December 31, 1990, as the censoring date, creates a situation where censoring occurred only at the end of each month. Thus, the estimators $\hat{E}_A$ and $\hat{E}_T$ with monthly intervals will be consistent.
Table 3
Estimates and 95% confidence intervals for the average 15-year costs attributable to ovarian cancer separated by clinical stages at diagnosis

<table>
<thead>
<tr>
<th>Method</th>
<th>Local stage</th>
<th>Regional stage</th>
<th>Distant stage</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{E}_A$</td>
<td>50,620</td>
<td>43,666</td>
<td>39,601</td>
</tr>
<tr>
<td></td>
<td>(47,891, 53,349)</td>
<td>(41,195, 46,137)</td>
<td>(38,331, 40,870)</td>
</tr>
<tr>
<td>$\hat{E}_F$</td>
<td>26,390</td>
<td>34,706</td>
<td>33,746</td>
</tr>
<tr>
<td></td>
<td>(24,884, 27,895)</td>
<td>(32,915, 36,497)</td>
<td>(32,698, 34,793)</td>
</tr>
<tr>
<td>$\hat{E}_U$</td>
<td>44,350</td>
<td>38,092</td>
<td>35,221</td>
</tr>
<tr>
<td></td>
<td>(39,402, 49,297)</td>
<td>(35,675, 40,508)</td>
<td>(33,965, 36,478)</td>
</tr>
</tbody>
</table>

The survival times were also subject to left-truncation in that the patients who were diagnosed before 1984 were not followed from their times of diagnosis. Because the truncation date is independent of the survival time and costs in this case, the methodology presented in Section 2.2 can be applied with some minor modifications, as explained at the end of Appendix A. The left-truncation and right-censorship generally do not affect the time period over which the average total cost may be estimated by this approach because it requires some cost data in each time interval, say each month, but not the total cost over the entire time period of interest on any particular patient. The Kaplan–Meier estimators involved in the construction of $\hat{E}_T$ may also be modified to accommodate left-truncation; see the end of Appendix B. However, only the patients whose total costs were fully observed may be used in the estimation of the $A_k$’s. As a result, the methodology of Section 2.3 cannot be used to estimate the total cost over a time period longer than the maximal length of follow-up on a patient, which is 7 years in this case.

Out of the 4789 patients, 1050, 1020, and 2698 were diagnosed as local, regional, and distant stages, respectively. We first use the methodology of Section 2.2 to estimate the average 15-year postdiagnosis costs for the three clinical stages. The starting time for our analysis is taken to be 1 month prior to diagnosis so as to incorporate the costs associated with making the definite diagnosis.

The Kaplan–Meier estimates of the survival probabilities are displayed in Figure 1, and the cost estimates based on three methods are summarized in Table 3. As discussed earlier, $\hat{E}_A$ is consistent in this case. Due to heavy left-truncation and right-censorship, the naive full-sample estimate $\hat{E}_F$ substantially underestimates the true cost, especially for local and regional stages. The naive complete-cases estimator $\hat{E}_U$, which excludes the truncated and censored cases, is also severely biased downward as none of the complete cases were followed for more than 7 years. The naive Kaplan–Meier estimator $\hat{E}_{KM}$ cannot even be calculated in this case because the costs accrued prior to the truncation times are unknown.

The 95% confidence intervals based on $\hat{E}_A$ are (3273, 10,636) and (1287, 6843) for comparing local vs. regional and regional vs. distant stages, respectively, indicating that the long-term costs are the highest for those diagnosed with local stage and the lowest for the distant stage. The cost histories are displayed in Figure 2. This figure, combined with Figure 1, shows that, although it is highly expensive to treat late-stage ovarian cancer, the lifetime costs are higher among patients diagnosed at a less advanced stage because those patients have longer postdiagnosis survival times.

For further illustration, we use the methodology of Section 2.3 to analyze the 7-year cost. Because most of the patients diagnosed with distant-stage ovarian cancer died within 7 years after diagnosis, whereas the regional-stage and especially the local-stage patients lived considerably longer, it is more interesting to apply the methodology to the former patients than to the latter patients. We henceforth concentrate on estimating the average cost during the first 7 years for the patients diagnosed with distant-stage ovarian cancer.

Approximately 71.2% of the 2698 patients diagnosed with distant-stage ovarian cancer were followed from diagnosis to death. As shown in Table 4, $\hat{E}_T$ produces a slightly lower estimate of the 7-year average cost than $\hat{E}_A$. Neither estimate is far away from the 15-year estimate of $\hat{E}_A$ given in Table 3 because the distant-stage patients rarely lived past the 7-year mark. The standard error estimate for $\hat{E}_T$ is about 13% higher than that of $\hat{E}_A$, which entails that the confidence interval based on $\hat{E}_T$ is a bit wider than that of $\hat{E}_A$. As expected, $\hat{E}_F$ and $\hat{E}_U$ give smaller estimates of the average 7-year cost.
Figure 2. Estimates of the average cumulative costs for epithelial ovarian cancer patients: local stage, shown by solid curve; regional stage, shown by dotted curve; distant stage, shown by dashed curve.

Figure 3 displays the estimated distribution function for the 7-year cost along with the pointwise 95% confidence intervals. The distribution is highly skewed in that most (about 78%) of the 7-year costs are less than $50,000, whereas some patients accrue costs of more than $200,000. The estimation of the median cost is also illustrated in the figure. The point estimate is $29,935, which is about $8000 less than the mean estimate shown in Table 4. The approximate 95% confidence interval for the median cost is ($28,375, $31,379).

5. Discussion

This paper provides a rigorous treatment of the important problem of cost estimation in medical studies. The proposed estimators are consistent under appropriate censoring conditions and are asymptotically normal with easily estimated variances. The numerical results in the previous two sections demonstrated that these estimators perform well in practical settings. By contrast, the commonly used naive sample averages can be very misleading.

The methodology described in Section 2.2 requires that the cost histories be recorded on some patients, whereas that of Section 2.3 requires only the total costs at the last contact dates (among those who are observed to die before $\tau$ or still alive at $\tau$). If the cost histories are available, then the former approach is usually preferable, especially when there is substantial censoring and/or truncation, as it makes fuller use of the cost information and requires smaller sample sizes. However, only the latter approach can be used to estimate the distribution function and quantiles.

The cost information and survival information need not come from the same set of patients or the same source of data. We may accommodate such situations by making some minor changes in

<table>
<thead>
<tr>
<th>Method</th>
<th>Estimate</th>
<th>Standard error</th>
<th>95% Confidence interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{E}_T$</td>
<td>37,544</td>
<td>702</td>
<td>(36,168, 38,920)</td>
</tr>
<tr>
<td>$\hat{E}_A$</td>
<td>38,452</td>
<td>621</td>
<td>(37,236, 39,668)</td>
</tr>
<tr>
<td>$\hat{E}_F$</td>
<td>33,775</td>
<td>534</td>
<td>(32,728, 34,822)</td>
</tr>
<tr>
<td>$\hat{E}_U$</td>
<td>35,452</td>
<td>638</td>
<td>(34,202, 36,702)</td>
</tr>
</tbody>
</table>
Figure 3. Estimation of the distribution function of the 7-year cost for distant-stage ovarian cancer patients: point estimate, shown by the middle solid curve; pointwise 95% confidence intervals, the dashed curves. The point estimate and the 95% confidence interval for the median cost are the intercepts of the vertical lines with the horizontal axis.

our notation. Suppose that there is a total of \( n \) patients, some of whom are used to estimate the \( E_k \)'s (or the \( A_k \)'s) and some of whom are used to estimate the \( S_k \)'s. If the \( i \)th patient is not involved in estimating \( E_k \) (or \( A_k \)), then we set \( Y_{ki} = 0 \). Similarly, if the \( j \)th patient is not involved in estimating \( S_k \) (\( k = 1, \ldots, K \)), then we set \( X_j = \delta_j = 0 \). With these modifications, all the results given in Section 2 and the Appendices, including the variance formulas, will hold.

The \( \hat{E}_A \) estimates of the average costs shown in Table 3 differ slightly from those of Etzioni et al. (1996), who used a different database for the survival estimation in order to bypass the problem of left-truncation. It would not be possible to estimate the variances for their estimates because some patients belong to both data sources, but we do not have the information to match those patients.

Our definition of the average cost \( E \) includes both the patients who die before \( \tau \) and those who are still alive at \( \tau \). Thus, \( \hat{E}_T \) requires the observed costs over \( [0, \tau] \) on those still alive at \( \tau \). An alternative definition is to exclude the latter patients. Then \( E \) would be interpreted as the average total cost among those who die in \( [0, \tau] \) rather than the average total cost over \( [0, \tau] \) among all patients. Under the alternative definition, it would be possible to estimate the average cost over some subinterval of \( [0, \tau] \) in the absence of the cost history data.

The assumption of independent censoring requires some care. This assumption is clearly not satisfied if patients are withdrawn from the study for health- or cost-related reasons. It is very difficult, if not impossible, to deal with such dependent censoring even for the survival time distribution itself. One must carefully examine the independent censoring assumption before applying the proposed methodology.
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RÉSUMÉ

L'estimation du coût total moyen du traitement d'une maladie est souvent rendue compliquée par le fait que les temps de survie de certains patients sont censurés et que les coûts ultérieurs sont
Estimating Medical Costs

inconnus. La simple moyenne des coûts observés pour tous les patients ou pour seulement les cas non censurés peut-être sérieusement biaisée et les techniques classiques d’analyse de la survie ne sont pas applicables. Pour minimiser le biais résultant des censures, nous divisons la période totale de suivi des patients en intervalles de temps courts et nous estimons le coût total par la somme des produits des probabilités de décès dans chaque intervalle selon la méthode de Kaplan–Meier par le coût total moyen des décès observés dans cet intervalle ou par la somme des produits des probabilités d’être en vie au début de l’intervalle selon la méthode de Kaplan–Meier par un estimateur du coût moyen sur l’intervalle conditionnellement au fait d’être en vie au début de cette intervalle. Les estimateurs proposés sont sans biais si les censures se produisent seulement aux limites des intervalles. En outre, ces estimateurs sont asymptotiquement normaux avec des variances faciles à estimer. Des simulations montrent que les approximations asymptotiques sont utilisables en pratique et que les biais des estimateurs restent faibles même lorsque certaines censures surviennent à l’intérieur des intervalles. Une étude dans le cancer de l’ovaire sert d’illustration.
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APPENDIX A

Large-Sample Properties of $\hat{E}_A$ and $\hat{E}_B$

By the law of large numbers, the estimators $\hat{E}_k$ ($k = 1, \ldots, K$) converge in probability to $E^*_k$. It then follows from Slutsky’s theorem and the consistency of the Kaplan–Meier estimator that $\hat{E}$ ($\hat{E}_A$ or $\hat{E}_B$) converges in probability to $E^*$.

Let $Z = n^{1/2}(\hat{E} - E^*)$. Then

$$Z = n^{1/2} \left( \sum_{k=1}^{K} \hat{S}_k \hat{E}_k - \sum_{k=1}^{K} S_k E^*_k \right)$$

$$= n^{1/2} \sum_{k=1}^{K} \hat{S}_k (\hat{E}_k - E^*_k) + n^{1/2} \sum_{k=1}^{K} E^*_k (\hat{S}_k - S_k)$$

$$= Z_1 + Z_2, \text{ say.}$$
Due to the consistency of the $\hat{S}_k$'s,

$$Z_1 = n^{1/2} \sum_{k=1}^{K} S_k(\hat{E}_k - E^*_k) + o_p(1) = \sum_{k=1}^{K} S_k \frac{n^{-1/2} \sum_{i=1}^{n} Y_{ki} (\hat{C}_{ki} - E^*_k)}{n^{-1} \sum_{i=1}^{n} Y_{ki}} + o_p(1),$$

where $o_p(1)$ denotes an asymptotically negligible term, which converges in probability to 0. By the central limit theorem and the law of large numbers, the random variable $n^{-1/2} \sum_{i=1}^{n} Y_{ki} (\hat{C}_{ki} - E^*_k)$ is asymptotically zero-mean normal and the random variable $n^{-1} \sum_{i=1}^{n} Y_{ki}$ converges in probability to the constant $E(Y_{ki})$. It then follows from Slutsky's theorem that

$$Z_1 = n^{-1/2} \sum_{i=1}^{n} \sum_{k=1}^{K} \frac{S_k Y_{ki} (\hat{C}_{ki} - E^*_k)}{E(Y_{ki})} + o_p(1), \quad (A.1)$$

which is essentially a sum of $n$ i.i.d. (independent and identically distributed) zero-mean random variables.

We shall also derive an i.i.d. representation for $Z_2$. It is convenient to introduce the counting processes $N_i(t) = \delta_i I(X_i \leq t)$ and the associated martingales $M_i(t) = N_i(t) - \int_0^t I(X_i \geq s) \, d\Lambda(t)$ ($i = 1, \ldots, n$), where $\Lambda(\cdot)$ is the cumulative hazard function of the survival time $T$. It is well-known that the Kaplan–Meier estimator $\hat{S}_k$ is asymptotically equivalent to $e^{-\hat{\Lambda}_k}$, where $\hat{\Lambda}_k$ is the Nelson–Aalen estimator for $\Lambda_k = \Lambda(a_k)$, i.e.,

$$\hat{\Lambda}_k = \sum_{i=1}^{n} \int_0^{a_k} \frac{dN_i(t)}{\sum_{j=1}^{n} I(X_j \geq t)}. $$

Furthermore,

$$n^{1/2}(\hat{\Lambda}_k - \Lambda_k) = n^{-1/2} \sum_{i=1}^{n} \int_0^{a_k} \frac{dM_i(t)}{n^{-1} \sum_{j=1}^{n} I(X_j \geq t)} + o_p(1), \quad (A.2)$$

(Fleming and Harrington, 1991, pp. 5–6). Then the martingale central limit theorem (Fleming and Harrington, 1991, Theorem 5.3.5) enables us to replace the denominator on the right side of (A.2) by its expectation, yielding

$$n^{1/2}(\hat{\Lambda}_k - \Lambda_k) = n^{-1/2} \sum_{i=1}^{n} \int_0^{a_k} \frac{dM_i(t)}{\Pr(X \geq t)} + o_p(1),$$

which is essentially a sum of $n$ i.i.d. zero-mean random variables. By the Taylor series expansion, $n^{1/2}(\hat{S}_k - S_k) = -S_k n^{1/2}(\hat{\Lambda}_k - \Lambda_k) + o_p(1)$. Thus,

$$Z_2 = -n^{-1/2} \sum_{k=1}^{K} \sum_{i=1}^{n} E^*_k S_k \int_0^{a_k} \frac{dM_i(t)}{\Pr(X \geq t)} + o_p(1). \quad (A.3)$$

Combination of equations (A.1) and (A.3) yields $Z = n^{-1/2} \sum_{i=1}^{n} \sum_{k=1}^{K} \xi_{ki} + o_p(1)$, where

$$\xi_{ki} = \frac{S_k Y_{ki} (\hat{C}_{ki} - E^*_k)}{E(Y_{ki})} - E^*_k S_k \int_0^{a_k} \frac{dM_i(t)}{\Pr(X \geq t)}, \quad (A.4)$$

Note that, for every $i$, the random elements involved in $\xi_{ki}$ ($k = 1, \ldots, K$) pertain to the $i$th patient only, which indicates that the random variable $Z$ is essentially a sum of $n$ i.i.d. zero-mean random variables. Therefore, a straightforward application of the central limit theorem shows that $Z$ converges in distribution to a zero-mean normal random variable with variance $\sigma^2 = \E(\xi_{11}^2) = \sum_{k=1}^{K} \sum_{i=1}^{n} \xi_{ki} \xi_{li}$, where the $\xi_{ki}$'s are obtained from the $\xi_{ki}$'s by replacing the unknown quantities on the right side of (A.4) with their respective sample estimators, i.e.,

$$\hat{\xi}_{ki} = \frac{\hat{S}_k Y_{ki} (\hat{C}_{ki} - \hat{E}_k)}{n^{-1} \sum_{j=1}^{n} Y_{kj}} - \hat{E}_k \hat{S}_k \int_0^{a_k} \frac{dN_i(t) - I(X_i \geq t) \, d\hat{\Lambda}(t)}{n^{-1} \sum_{l=1}^{n} I(X_l \geq t)}.$$
The integral on the right side of the above equation equals
\[ \frac{I(X_i \leq a_k)\delta_i}{n^{-1} \sum_{l=1}^{n} I(X_l \geq X_i)} - \frac{\sum_{j=1}^{n} I(X_i \geq X_j)I(X_j \leq a_k)\delta_j}{n^{-1} \{\sum_{l=1}^{n} I(X_l \geq X_j)\}^2}. \]  
(A.5)

Note that the variance expression \( \hat{V} \) for \( \hat{E} \) given in Section 2.2 is simply \( \hat{\sigma}^2/n \). The consistency of \( \hat{\sigma}^2 \) follows from the consistency of \( \hat{A}(\cdot) \), \( \hat{E}_k \), and \( \hat{S}_k \) \((k = 1, \ldots, K)\), along with Slutsky’s theorem and the law of large numbers.

To provide some insights into the limiting variance expression, let \( \xi_{kl}^{(1)} \) and \( \xi_{kl}^{(2)} \) denote the two terms on the right side of (A.4), i.e., \( \xi_{kl} = \xi_{kl}^{(1)} + \xi_{kl}^{(2)} \). Then
\[ \sigma^2 = \mathcal{E} \left( \sum_{k=1}^{K} \sum_{l=1}^{K} \xi_{kl}^{(1)} \xi_{kl}^{(1)} \right) + \mathcal{E} \left( \sum_{k=1}^{K} \sum_{l=1}^{K} \xi_{kl}^{(2)} \xi_{kl}^{(2)} \right) + 2\mathcal{E} \left( \sum_{k=1}^{K} \sum_{l=1}^{K} \xi_{kl}^{(1)} \xi_{kl}^{(2)} \right), \]  
(A.6)

which is just a representation for \( \text{var}(Z) = \text{var}(Z_1) + \text{var}(Z_2) + 2\text{cov}(Z_1, Z_2) \). The first two terms on the right side of (A.6) are the variances attributable to the variations of the \( \hat{E}_k \)'s and the \( \hat{S}_k \)'s, respectively, and the third term is the covariance. Each of the three terms account for the variations within the intervals as well as the covariances among the intervals.

Finally, we show how to incorporate left-truncation into our estimation procedures. Let \( B_i \) \((i = 1, \ldots, n)\) be the truncation times, which are assumed to be independent of the survival times and costs. Since the costs incurred before the truncation times are not recorded, we set \( Y_{ki} \) to be 0 if \( B_i > a_k \) or include the indicator \( I(B_i \leq a_k) \) in the definition of \( Y_{ki} \). The risk sets for the survival estimation are modified in a similar fashion. Specifically, expression (A.5) becomes
\[ \frac{I(X_i \leq a_k)\delta_i}{n^{-1} \sum_{l=1}^{n} I(B_l \leq X_i \leq X_l)} - \frac{\sum_{j=1}^{n} I(B_j \leq X_j \leq X_i)I(X_j \leq a_k)\delta_j}{n^{-1} \{\sum_{l=1}^{n} I(B_l \leq X_j \leq X_l)\}^2}. \]

APPENDIX B

Large-Sample Properties of \( \hat{E}_T \)

By the law of large numbers, the estimators \( \hat{A}_k \) \((k = 1, \ldots, K + 1)\) converge in probability to \( A^*_k \). It then follows from Slutsky’s theorem and the consistency of the Kaplan–Meier estimator that \( \hat{E}_T \) converges in probability to \( E^* \), which reduces to \( E \) if censoring occurs only at the boundaries of the intervals.

Write \( Z = n^{1/2}(\hat{E} - E^*) \). We decompose \( Z \) as \( Z = Z_1 + Z_2 - Z_3 \), where
\[ Z_1 = n^{1/2} \sum_{k=1}^{K+1} (\hat{S}_k - \hat{S}_{k+1})(\hat{A}_k - A^*_k), \]
\[ Z_2 = n^{1/2} \sum_{k=1}^{K+1} A^*_k (\hat{S}_k - S_k), \]
\[ Z_3 = n^{1/2} \sum_{k=1}^{K+1} A^*_k (\hat{S}_{k+1} - S_{k+1}). \]

Because of the consistency of the \( \hat{S}_k \)'s,
\[ Z_1 = n^{1/2} \sum_{k=1}^{K+1} (S_k - S_{k+1})(\hat{A}_k - A^*_k) + o_p(1) \]
\[ = \sum_{k=1}^{K+1} (S_k - S_{k+1}) \frac{n^{-1/2} \sum_{i=1}^{n} Y_{ki}(C_i - A^*_k)}{n^{-1} \sum_{i=1}^{n} Y_{ki}} + o_p(1). \]

By the arguments given in Appendix A, one may replace \( n^{-1} \sum_{i=1}^{n} Y_{ki} \) in the above equation by its limit \( \mathcal{E}(Y_{k1}) \) without altering the asymptotic distribution of \( Z_1 \). This replacement yields the following i.i.d. representation:
\[ Z_1 = n^{-1/2} \sum_{i=1}^{K+1} \sum_{k=1}^{n} \frac{(S_k - S_{k+1}) Y_{k_1}(C_i - A_k^*)}{\mathcal{E}(Y_{k_1})} + o_p(1). \]  

(B.1)

It also follows from the arguments of Appendix A that

\[ Z_2 = -n^{-1/2} \sum_{i=1}^{K+1} \sum_{k=1}^{n} A_k^* S_k \int_0^{a_k} \frac{dM_i(t)}{\Pr(X \geq t)} + o_p(1) \]  

(B.2)

and

\[ Z_3 = -n^{-1/2} \sum_{i=1}^{K+1} \sum_{k=1}^{n} A_k^* S_{k+1} \int_0^{a_{k+1}} \frac{dM_i(t)}{\Pr(X \geq t)} + o_p(1), \]  

(B.3)

where \( M_i(t) \) (\( i = 1, \ldots, n \)) are the martingales introduced in Appendix A.

By combining equations (B.1)–(B.3), we obtain

\[ Z = n^{-1/2} \sum_{i=1}^{n} \sum_{k=1}^{K+1} \xi_{ki} + o_p(1), \]

where

\[ \xi_{ki} = \frac{(S_k - S_{k+1}) Y_{k_1}(C_i - A_k^*)}{\mathcal{E}(Y_{k_1})} + A_k^* \left\{ S_{k+1} \int_0^{a_{k+1}} \frac{dM_i(t)}{\Pr(X \geq t)} - S_k \int_0^{a_k} \frac{dM_i(t)}{\Pr(X \geq t)} \right\}. \]  

(B.4)

Because \( Z \) is essentially a sum of \( n \) i.i.d. zero-mean random variables, it follows from the central limit theorem that \( Z \) converges in distribution to a zero-mean normal random variable with variance \( \sigma^2 = \mathcal{E}(\sum_{k=1}^{K+1} \xi_{k1} \xi_{li}) \). As argued in Appendix A, the limiting variance \( \sigma^2 \) can be consistently estimated by

\[ \hat{\sigma}^2 = n^{-1} \sum_{i=1}^{n} \sum_{k=1}^{K+1} \sum_{l=1}^{K+1} \hat{\xi}_{ki} \hat{\xi}_{li}, \]

where the \( \hat{\xi}_{ki} \)'s are obtained from the \( \xi_{ki} \)'s by replacing the unknown quantities on the right side of (B.4) with their respective sample estimators, i.e.,

\[ \hat{\xi}_{ki} = \frac{n(S_k - \hat{S}_{k+1}) Y_{k_1}(C_i - \hat{A}_k)}{\sum_{j=1}^{n} Y_{kj}} + n \hat{A}_k(\hat{S}_{k+1} D_{k+1,i} - \hat{S}_k D_{ki}), \]

where \( D_{ki} \) is defined by (2.4). (Note that \( W_{ki} = \hat{\xi}_{ki} / n \).)

If there is left-truncation, then the risk sets involved in the Kaplan–Meier estimation will be adjusted accordingly, the truncated cases will be excluded from the calculation of the \( \hat{A}_k \)'s, and \( D_{ki} \) will be changed to

\[ D_{ki} = \frac{I(X_i \leq a_k) \delta_i}{\sum_{i=1}^{n} I(B_i \leq X_i \leq X_i)} - \sum_{j=1}^{n} \frac{I(B_i \leq X_j \leq X_i) I(X_j \leq a_k) \delta_j}{(\sum_{i=1}^{n} I(B_i \leq X_j \leq X_i))^2}, \]

where \( B_i \) (\( i = 1, \ldots, n \)) are the truncation times, which are assumed to be independent of the survival times and costs.